
Study of Metaheuristic,
Hyper-Heuristic and Machine
Learning Approaches to solve the
Traveling Salesman Problem
Studienarbeit von Steffen Müller
Tag der Einreichung:

1. Gutachten: Jun.-Prof. Dr. Simon Emde
2. Gutachten: Lukas Polten, M.Sc.

Fachgebiet Management Science und
Operations Research



Study of Metaheuristic, Hyper-Heuristic and Machine Learning Approaches to solve the Traveling
Salesman Problem

Vorgelegte Studienarbeit von Steffen Müller

1. Gutachten: Jun.-Prof. Dr. Simon Emde
2. Gutachten: Lukas Polten, M.Sc.

Tag der Einreichung:



Erklärung zur Studienarbeit

Hiermit versichere ich, die vorliegende Studienarbeit ohne Hilfe Dritter nur mit den an-
gegebenen Quellen und Hilfsmitteln angefertigt zu haben. Alle Stellen, die aus Quellen
entnommen wurden, sind als solche kenntlich gemacht. Diese Arbeit hat in gleicher oder
ähnlicher Form noch keiner Prüfungsbehörde vorgelegen.

Darmstadt, den 03. August 2018

(Steffen Müller)

1



Abstract

In this research project, different methods for solving the Traveling Salesman Problem (TSP) are pre-
sented. The TSP is the problem of finding a minimal length Hamiltonian cycle of a graph, where a
Hamiltonian cycle is a closed tour visiting each node exactly once. It belongs to the NP-complete opti-
mization problems and an optimal solution is hard to obtain. Therefore, (meta-)heuristic approaches are
used to approximate the optimal solution. In this work, three metaheuristic approaches are presented
and defined: the Ant System, the Ant Colony System and Genetic Algorithms.
These algorithms describe a general solution scheme for combinatorial problems and require less com-
putational effort than exact algorithms. In addition, two machine learning approaches are applied. The
first approach uses reinforcement learning, where a self-learning agent optimizes a single problem in-
stance in order to obtain a close-to-optimal solution. The second machine learning approach concerns
the Algorithm Selection Problem. Each metaheuristic leads to varying performances on different prob-
lems or instances of a problem. A supervised meta-learning algorithm can be trained in order to predict
the best metaheuristic for unseen problem instances. Hyper-heuristics expand this method and represent
a high-level approach to select the best low-level heuristic at each decision step during construction or
improvement of a solution.
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1 Introduction

In many fields of operation, it is important to find the shortest path through a collection of points. The
most common example is the delivery of packages. The shortest route is chosen to save fuel and labour
cost. In Operations Research this type of problem is called Traveling Salesman Problem (TSP). The prob-
lem states that a salesman has to visit a set of cities all exactly once, using the route with the overall
shortest traveling distance. Solving the TSP seems fairly simple but its complexity increases more than
exponentially with the number of points due to its NP-completeness as proven in [1].
In computational complexity theory, a NP-complete (non-deterministic polynomial-time complete) deci-
sion problem belongs to the NP and the NP-hard complexity classes. An arbitrary problem C is NP-hard
if every problem D in NP can be reduced to C in polynomial time. If solving C is possible in a short
period of time, we can use this solution to solve D in polynomial time. As a result, finding a polynomial
algorithm to solve any NP-hard problem would return polynomial algorithms for all problems in NP.
Although any given solution to a NP-complete problem can be verified quickly (in polynomial time),
there is no known efficient way to obtain this solution. The time required to solve the problem using
any currently known algorithm increases very quickly as the size of the problem grows [2]. Therefore,
new methods have to be investigated to obtain a close-to-optimal solution for large TSP instances with
lower computation effort. These approximation algorithms or heuristics reduce the number of possible
solutions leading to a lower combinatorial complexity of the given TSP.
Generally, researchers are interested in the TSP, because it belongs to the large class of combinatorial
problems. These problems occur in many variations, but can also be modeled as a TSP. Therefore, TSPs
are still an important field of research and new optimization algorithms/heuristics are benchmarked
against other algorithms using them.

In this research project, different methods for solving the TSP are presented. The next sections of
this chapter review the history of the TSP and its relation to combinatorial problems. In the follow-
ing chapter, the TSP is mathematically defined and three extensions of the standard case are described.
Metaheuristic methods for solving the TSP are discussed in Chapter 3. In addition, another method
based on a machine learning approach is introduced in Chapter 4. Combining machine learning and
heuristic methods leads to a special approach called supervised meta-learning, which is described in
Sec. 4.6. After that, the general idea of hyper-heuristics is introduced in Chapter 5. Finally in Chapter 6,
a summary is presented and a conclusion is drawn.

1.1 History of the Traveling Salesman Problem

The Traveling Salesman Problem (TSP) describes a salesman who travels through cities. The order in
which he is visiting the cities is not important, as long as he is able to visit each city exactly once and
the last city coincides with the starting city. All cities are connected with each other by some kind of
weighted links. The weight can be a distance or a cost of traveling between the connected cities. The
goal of the salesman is to minimize the distance or the cost of travel [3].
This type of problem was firstly mentioned in 1832 in a handbook for traveling salesmen with the ti-
tle ’Der Handlungsreisende – wie er sein soll und was er zu thun hat, um Aufträge zu erhalten und eines
glücklichen Erfolgs in seinen Geschäften gewiß zu sein – von einem alten Commis-Voyageur’. It includes
examples for tours through Germany and Switzerland, but without any mathematical treatment of the
tour problem. One of the examples is shown in Fig. 1.1.
The mathematics behind this problem was formulated in the 1800’s by the Irish mathematician W. R.
Hamilton and the British mathematician T. Kirkman for Hamilton’s Icosian Game [4]. As illustrated in
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Figure 1.1: The 47-city tour from the Commis-Voyageur in Germany [4].

Fig. 1.2, it is a puzzle based on finding a Hamiltonian cycle along the edges of a dodecahedron (any
polyhedron with twelve flat faces) such that every node is visited a single time and the ending point is
the same as the starting point [5]. The explanation of a Hamiltonian cycle is part of the mathematical
definition of the TSP in Sec. 2.1.

(a) dodecahedron (b) example Hamiltonian cycle in the 2D-
space

Figure 1.2: Icosian Game puzzle.

During the 1930’s, mathematicians in Vienna and at Harvard University, notably K. Menger, studied the
general form of the TSP and defined the problem mathematically. H. Whitney at Princeton University
introduced the name ’Traveling Salesman Problem’ soon after [4]. In the following decades, the problem
became increasingly popular, because of its relation to many other combinatorial problems, which will
be introduced in Sec. 1.2.
As described before, the number of possible solutions grows more than exponentially with an increasing
number of nodes. Nevertheless, researchers try to obtain the optimal solution for larger and larger TSP
instances. The history of records for the optimal tour is shown in Table 1.1. Exponentially increasing
computation power helps finding an optimal tour for a larger set of cities.
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Year Research Team Size of the TSP
1954 Dantzig, Fulkerson and Johnson 49 nodes
1971 Held and Karp 64 nodes
1975 Camerini, Fratta and Maffioli 67 nodes
1977 Grötschel 120 nodes
1980 Crowder and Padberg 318 nodes
1987 Padberg and Rinaldi 532 nodes
1987 Grötschel and Holland 666 nodes
1991 Padberg and Rinaldi 2392 nodes
1995 Applegate, Bixby, Chvátal and Cook 7397 nodes
1998 Applegate, Bixby, Chvátal and Cook 13509 nodes
2001 Applegate, Bixby, Chvátal and Cook 15112 nodes
2004 Applegate, Bixby, Chvátal, Cook and Helsgaun 24978 nodes
2007 Cook, Espinoza and Goycoolea 33810 nodes
2009 Applegate, Bixby, Chvátal, Cook, Espinoza, 85900 nodes

Goycoolea and Helsgaun

Table 1.1: Milestones in the optimal solution for the TSP [17].

Nowadays, the challenge is to find a solution, which is as close as possible to the calculated lower bound
of the TSP. The world tour, a 1, 904,711-city instance of locations throughout the world, has the current
best lower bound of length 7, 512,218, 268. The current shortest tour was found by K. Helsgaun in
March 2018. A comparison to the lower bound reveals that K. Helsgaun’s tour has a length which is only
0.0474% greater than the length of the optimal tour [6].

As seen by the description of the TSP, the main goal is to obtain a short or cheap tour by altering
the order in which the cities or nodes are visited. Thus, the TSP belongs to the group of combinatorial
problems, which will be discussed in the following.

1.2 Related Combinatorial Problems

One group of combinatorial problems are routing problems. In literature, this type of problem is often
called Package Delivery, School Bus Routing or Vehicle Routing Problem. It can be described as the
problem of designing optimal delivery or collection routes from one or multiple depots to a number of
geographically scattered cities or customers [7]. For example, there exist several school buses which
have to pick up students in each suburb. An illustration for these types of problems is given in Fig. 1.3.
In addition to the combinatorial part of this optimization problem, the following additional constraints
can be introduced to fit the model to a particular scenario [8]:

• The number of routes can be minimized.

• The total cost can be minimized.

• The total distance traveled by all buses is kept at minimum.

• No bus is overloaded.

• The time required to traverse any route does not exceed a maximum allowed policy.

• The length of the routes should be similar.

• The route should be robust against traffic jam.

8



Figure 1.3: Example Vehicle Routing Problem.

As described before, combinatorial problems can also be modeled as a TSP. In this case, Vehicle Routing
Problems can be modeled as multiple TSPs. This extension of the standard TSP is presented in Sec. 2.2.2.

Another group of combinatorial problems are scheduling problems. These problems include the schedul-
ing of resources such as machinery (job shop scheduling), labor (crew scheduling) and timetabling. For
example, airline crew scheduling has received much attention from researchers, because it can be for-
mulated as a set partitioning problem [9]. Scheduling involves the assignment of crew members to jobs
in such a way that the correct number of people are scheduled at the right time, performing the right
tasks with the right ability.
In job shop scheduling, each job in a given schedule has a varying processing time on each machine. The
task is to minimize the total time or set-up costs used to complete all jobs. If a job has to be worked
off in a given order on different machines, precedence conditions have to be implemented for each step.
These scheduling problems can also be modeled as a TSP. For example, the set-up costs of a machine can
be seen as the distances between the nodes (products). In order to reflect the precedence conditions,
the standard TSP can be extended to the TSP with Precedence Conditions (TSPPC) as shown in Sec. 2.2.3.

One more common example for a combinatorial problem is the Knapsack Problem. It belongs to the
class of Resource Allocation Problems. A knapsack has a prescribed capacity. A set of items is given
where each item has a weight and a value. The task is to determine which items should be taken in
order to maximize the value, but without exceeding the limited capacity of the knapsack.
Resource Allocation Problems can be modeled as a TSP with Profits [10]. This is a generalization of
the standard TSP, where it is not necessary to visit all nodes. Each node has an associated profit and
the overall goal is the simultaneous optimization of the collected profit and the travel costs. These two
optimization criteria appear either in the objective function or as a constraint. Overall, three different
generic problems can be modeled using a TSP with Profits, depending on the way in which the two
objectives of the problem are addressed:

1. Both objectives are combined in the objective function. The aim is to find a route that minimizes
travel costs minus collected profit. In literature, this problem is called the Profitable Tour Problem
(PTP) [11].

9



2. The travel cost objective is stated as a constraint. The goal is to find a route that maximizes the
collected profit such that the travel costs do not exceed a preset value. In literature, this problem
is called the Orienteering Problem (OP) [12].

3. The profit objective is stated as a constraint. The goal is to find a route that minimizes travel costs
and where the collected profit is not smaller than a preset value. In literature, this problem is called
the Prize Collecting TSP (PCTSP) [13].

The Knapsack Problem itself can be modeled as a Prize Collecting TSP. The salesman travels between
pairs of cities (items) at a cost depending only on the pair (weight), gets a prize (value) in every city he
visits and pays a penalty to every city that he fails to visit. He wants to minimize the costs and penalties
while visiting enough cities to collect a prescribed amount of prize money.

In the next Chapter 2, standard and extended TSPs are mathematically defined and methods finding
the optimal solution are presented.
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2 Traveling Salesman Problem (TSP)

2.1 Symmetric TSP

In the following, we will adopt the terminology as defined by Míča in [14], La Maire et al. in [15] and
Potvin in [16]. The main issue in TSPs is to find a Hamiltonian cycle. That means to visit all nodes or
cities of a graph exactly once with the shortest possible route and return to the origin node.
This problem can be described as a graph G = (V,E), where V = {1, 2, . . . , N} is the set of nodes and
E = {〈i, j〉 : i, j ∈ V} is the set of edges or paths between the nodes and each edge has its own length.
Each city corresponds to a particular node v ∈ V and each edge 〈i, j〉 connects nodes i and j. The
distance between node i and node j, using the corresponding edge, is represented by di j. A TSP is
symmetric if di j = d ji for all edges 〈i, j〉; otherwise it is asymmetric [17].
The network is a complete graph when each pair of nodes is connected by an edge. When the graph is
not complete, fictive edges with infinite length can be added between two unconnected nodes without
affecting the optimal solution [14]. In addition to the graph representation, we can formulate an Integer
Optimization Problem [15]:

minimize
∑

i

∑

j

di j x i j (2.1a)

subject to
∑

j

x i j = 1 ∀i = 1, . . . , N (2.1b)

∑

i

x i j = 1 ∀ j = 1, . . . , N (2.1c)

∑

i, j∈SV

x i j ≤ |SV| − 1 (SV ⊂ V; 2≤ |SV| ≤ N − 2) (2.1d)

x i j = {0,1} i, j = 1, . . . , N i 6= j (2.1e)

The first Eq. (2.1a) describes the linear objective function, which has to be minimized. The binary vari-
able x i j is a decision variable that has a value of 0 if the edge from city i to city j is not used and 1 if the
edge is used. The constraints in Eq. (2.1) are added to ensure that the solution forms a valid tour.
Constraints (2.1b) and (2.1c) reflect that every city is entered and left once. Moreover, no fraction of an
edge can be added to the solution. For this reason, x i j has to be an integer value as shown in Eq. (2.1e).
Without any other constraints, the solution of the Integer Optimization Problem shown in Eq. (2.1) can
contain subtours. This means that every node is visited once, but there is more than one tour.
Our goal is to find the optimal tour including all nodes. Thus, we have to add another constraint shown
in Eq. (2.1d). It ensures that no subtours are formed and that the Hamiltonian cycle is only a single tour.
In Eq. (2.1d), SV is defined as some subset of V. Then, |SV| is the cardinality of SV. The cardinality of
a set is defined as a measure of the number of elements in the set. Constraint (2.1d) prohibits subtours
with less than N nodes leading to a single large tour. If there exists a subtour on some subset of nodes
SV, this subtour would contain |SV| edges. Consequently, the left-hand side of Eq. (2.1d) would be equal
to |SV|, which is greater than |SV| − 1, meaning that the constraint is violated for this particular subset.

Without the subtour-breaking constraint, the TSP reduces to an Assignment Problem [16]. The so-
lution of a TSP and an Assignment Problem with the same 6-city example is shown in Fig. 2.3. As
described before, the solution of the Assignment Problem would violate the subtour constraint.
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(a) TSP (b) Assignment Problem

Figure 2.1: Example 6-city problem [16].

The main characteristic of an optimal solution for the euclidean symmetric TSP is shown in Fig. 2.2,
where a 4-city example is considered.

C

A B

D

(a) Input

C

A B

D

(b) Non-optimal tour

C

A B

D

(c) Optimal tour

Figure 2.2: Example 4-city TSP [3].

An optimal tour contains no intersections of edges, because of the triangle inequality shown in Eq. (2.2)
with distance D(A, B) between two cities A and B [18].

D(A, B) + D(C , D) ≤ D(A, D) + D(B, C) (2.2)

As described before, the TSP is hard to solve, because of its combinatorial structure. With every addi-
tional city, the number of possible solutions grows more than exponentially. Considering a TSP with 4
cities, a salesman located in the starting city has the choice to travel to one of the 3 remaining cities.
In the next city, the salesman can choose out of 2 cities and so on. For a TSP with 4 cities, there exist
3!= 3 · 2 · 1= 6 possible tours. This is a factorial growth of possible solutions.
In the symmetric case, there is no difference if the salesman chooses tour A→B→C→D→A or
A→D→C→B→A, because the tour length is equal. That is why the number of possible tours has to
be divided by 2. In general, the number of possible tours for a symmetric TSP with N cities is

(N − 1)!
2

. (2.3)

In the next Sec. 2.2, variations of the TSP are presented to reflect different combinatorial problems.
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2.2 Extended TSP

The symmetric TSP is widely used to represent the class of combinatorial problems. New optimization
algorithms are tested on several TSP instances to evaluate the performance and to compare the results to
other algorithms. Unfortunately, there exist combinatorial problems, which cannot be transformed into
a symmetric TSP. These problems require an extended TSP to represent their characteristics.

2.2.1 Asymmetric TSP (ATSP)

As described in Sec. 2.1, a TSP can be asymmetric, meaning that the distance from city A to city B can
be different than the distance in the opposite direction from city B to city A. For example, there could be
a one way street in the euclidean TSP which shortened the distance between two cities, but only when
traveling from city A to B.
This extension leads to a higher complexity than in the symmetric case. There exist (N − 1)! possible
tours, which is in sum twice as much as in the symmetric case, because every tour can be passed in two
directions. In order to use optimization algorithms or heuristics, which were originally designed for the
symmetric case, an asymmetric TSP can be transformed into a symmetric TSP [19].
Let TSP(D) denote a TSP with distance matrix D and its elements di j, i, j ∈ V as defined in Sec. 2.1.
Then, we define the distance matrix D̄ to be equal to D except d̄ii = −M (i ∈ V), where M is an arbitrary
large number. In addition, we define matrix U with elements ui j =∞ for i, j ∈ V. Combining these two
matrices, we obtain matrix D̃ as follows [19]:

D̃ =

�

U D̄T

D̄ U

�

(2.4)

We will call this TSP(D̃). The set of cities for TSP(D̃) is {1, 2, . . . , N , N+1, . . . , 2N}. The optimal solutions
for TSP(D̃) have finite values and contain N edges of distance−M . With D̃ being symmetric, the solutions
occur in pairs as shown in Eq. (2.5) to reflect the asymmetric distances between two cities [19]. An
optimization algorithm will include edges di,i+N i ∈ V with negative distance −M , because our goal is to
minimize the sum distance.

v1→ (v1 + N)→ v2→ (v2 + N)→ ·· · → vN → (vN + N)→ v1 vk ∈ V for k = 1,2, . . . , N (2.5)

Clearly, there is a one-to-one correspondence between the set of TSP(D̃) solutions and solutions of
TSP(D). One must delete the cities greater than N from TSP(D̃) and add N · M to its value in order to
obtain the corresponding solution for TSP(D) and its value. A numerical example of this transformation
including distance matrices D and D̃ with M = 10 is shown in Eq. (2.6).

D =





∞ 1 2
6 ∞ 3
5 4 ∞



 D̃ =

















∞ ∞ ∞ −10 6 5
∞ ∞ ∞ 1 −10 4
∞ ∞ ∞ 2 3 −10
−10 1 2 ∞ ∞ ∞

6 −10 3 ∞ ∞ ∞
5 4 −10 ∞ ∞ ∞

















(2.6)

Summing up, this transformation is important and often used, because most optimization algorithms are
designed for the symmetric case. That is why the experimental study of heuristics for the ATSP is much
less advanced [20].
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2.2.2 Multiple TSP (mTSP)

The second variation of the original symmetric TSP is called multiple TSP (mTSP). It includes more than
one salesman and leads to a more complex problem. Some of the combinatorial problems described in
Sec. 1.2 can be modeled as a mTSP. For example, Crew Scheduling Problems and School Bus Routing
Problems belong to the group of mTSPs. In general, the constraints for the mTSP optimization task are
as follows [21]:

1. All salesmen start in the same city.

2. Each salesman returns to the starting city at the end of a tour.

3. Each and every salesman must travel to a particular set of cities.

4. Each city is visited by exactly one salesman, except the first city.

The idea is to obtain a tour with minimal distance, where each salesman has to travel from the starting
location to individual cities and back to the beginning. Thus, the total cost of visiting all cities is lowered.
Including more than one salesman leads to an additional task of assigning the cities to each salesman.
For this reason, the optimization problem is more complex. In addition to the standard case, there exist
several variations of the problem as follows:

• Multiple depots: If there exist multiple depots, the salesman at each depot remains the same
during and after traveling.

• Fixed cost: If the number of salesmen is a limited variable, the usage of each salesman in the
solution has an associated fixed cost. In this case, the minimization of this cost can be included in
the optimization task.

• Other restrictions: For example, a travel distance limit for each salesman can be introduced.

Similar to other TSPs there exist heuristic, meta-heuristic and exact algorithms to solve the mTSP. In
order to obtain the Integer Optimization Problem formulation for the mTSP, we have to extend the
optimization problem of the standard TSP shown in Eq. (2.1) with two new constraints as follows [8]:

minimize
∑

i

∑

j

di j x i j (2.7a)

subject to
∑

j=2

x1 j = m (2.7b)

∑

j=2

x j1 = m (2.7c)

∑

j

x i j = 1 ∀i = 1, . . . , N (2.7d)

∑

i

x i j = 1 ∀ j = 1, . . . , N (2.7e)

∑

i, j∈SV

x i j ≤ |SV| − 1 (SV ⊂ V; 2≤ |SV| ≤ N − 2) (2.7f)

x i j = {0,1} i, j = 1, . . . , N i 6= j (2.7g)
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Constraints (2.7d)-(2.7g) are equal to the Integer Optimization Problem constraints for the standard TSP
shown in Eq. (2.1). To ensure that exactly m salesmen depart from and return back to the initial starting
city 1, constraints (2.7b) and (2.7c) have to be added.

The mTSP can be transformed to a standard symmetric TSP as well. Bellmore et al. showed in [22]
that an asymmetric mTSP with m salesmen and N cities can be transformed into an asymmetric TSP
with (N +m− 1) cities. Based on this approach, Rao showed in [23] that the symmetric mTSP can be
transformed into a standard symmetric TSP with (N + m − 1) cities as well. This is obvious, because
the symmetric TSP is a relaxed version of the asymmetric TSP. In both cases, including more than one
salesman increases the number of possible tours by m! to (N + m − 1)!. In addition, Guoxing showed
in [24] that a TSP with m salesmen and q depots can be transformed to a standard TSP.

In the following, an approach to reduce the number of possible tours is described. Decomposing the
mTSP to m standard TSPs reduces the number of possible tours to m ·(N−1)!. In order to split the mTSP
in m standard TSPs, Nallusamy et al. and Sze et al. used an unsupervised machine learning algorithm
called K-Means Clustering [25, 26]. An overview of the different types of machine learning algorithms
is presented in Chapter 4. To sum up, an unsupervised learning algorithm tries to find patterns in given
data. The result are clusters of data with similar structure. In the euclidean space, nearby cities would
be clustered and therefore labeled differently in comparison to cities which are far away. K-Means Clus-
tering divides a given map with cities into K districts, where K could be the number of salesmen. Fig. ??
shows an example map with 60 cities and the resulting districts after applying the K-Means Clustering
algorithm [25].
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(a) No clustering applied
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3

4

5

6

(b) K-Means Clustering applied

Figure 2.3: Example 60-city map before and after applying K-Means Clustering.
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2.2.3 TSP with Precedence Conditions (TSPPC)

Another extension of the standard TSP is called TSP with Precedence Conditions (TSPPC) [28]. It intro-
duces an order in which the nodes or cities should be visited. Industrial problems such as scheduling,
routing decision and process sequencing can be modeled as a TSPPC as described in Sec. 1.2. The TSPPC
is harder to solve than the standard TSP, because the model formulations are more complex and the al-
gorithms for solving these models are difficult to implement. That is why heuristics are used to obtain a
close-to-optimal solution in a short period of time.

1

3

2 4

5

6

Figure 2.4: Example of a directed graph.

The precedence conditions can be modeled using a directed graph in addition to the graph representa-
tion of the standard TSP. This standard graph representation G(V,E) defined in Sec. 2.1 is extended with
precedence constraints ≺ on V to obtain the directed graph. The precedence condition i ≺ j indicates
that node i must be visited before node j. An example of a directed graph representing the precedence
constraints is shown in Fig. 2.4. Obviously, the directed graph must be acyclic, otherwise no feasible
solution exists. In the directed graph scenario, a tour is complete and feasible if the tour includes all
cities and does not violate the precedence constraints [27]. In order to find an optimal Hamiltonian
cycle, both precedence constraints and minimization of the distance have to be considered.

In order to derive the Integer Optimization Problem for the TSPPC, we have to add all precedence
constraints to the Integer Optimization Problem for the standard TSP defined in Eq. (2.1). An example
precedence constraint q ≺ r can be represented as follows [28]:

1. Set formulation: For all S ⊆ V, q ∈ S, 1 ∈ S, r /∈ S, there exists an edge from S−{1} to V−S in the
tour as shown in Fig. 2.5.

2. Path formulation (this follows from the precedence condition q ≺ r):

a) Any path in the feasible tour with starting node r and ending node q must contain node 1.

b) Any path in the feasible tour with starting node 1 and ending node r must contain node q.

c) Any path in the feasible tour with starting node q and ending node 1 must contain node r.

3. Articulation node formulation (a node in an undirected connected graph is an articulation node, if
the graph is disconnected when removing this node and all the edges through it):

a) In the feasible tour, the path with starting node 1 and ending node q and the path with starting
node q and ending node r do not intersect each other.
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b) In the feasible tour, the path with starting node 1 and ending node q and the path with starting
node r and ending node 1 do not intersect each other.

c) In the feasible tour, the path with starting node q and ending node r and the path with starting
node r and ending node 1 do not intersect each other.

The derivation for the articulation node formulation and the final integer programming representations
for all formulations are shown in [28].

q

1

r

S - {1}

S 

(a) feasible tour

q

1

r

S - {1}

S 

(b) infeasible tour

Figure 2.5: Derivation of the set formulation [28].

Before presenting metaheuristics to approximate a solution for the TSP in Chapter 3, approaches to ob-
tain the optimal solution are described in the next Sec. 2.3.

2.3 Exact Algorithms

As described in Chapter 1, the TSP belongs to the group of NP-complete problems. Therefore, obtaining
the optimal solution becomes more and more difficult for an increasing number of cities. This can be
shown by applying a full tree search to a TSP.
The length of all different permutations (all possible tours) can be calculated to evaluate which one is the
shortest. This brute force search requires lots of resources and becomes impractical even for a TSP with a
small number of cities, because the number of possible solutions (n−1)! increases factorial as described
in Sec. 2.1. To overcome this problem, advanced techniques have to be applied. For the definition of all
exact algorithms, we will adopt the terminology as defined by Hahsler et al. in [29].

2.3.1 Dynamic Programming

In 1962, Held et al. presented the first Dynamic Programming formulation for the TSP in [30]. Using
this approach, larger TSPs can be solved exactly.
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Given a subset of cities (excluding the first city) S ⊂ {2,3, . . . , N} and l ∈ S, let d∗(S, l) denote the
length of the shortest path from city 1 to city l, visiting all cities in S in-between. For S = {l}, d∗(S, l) is
defined as d1l . The shortest path for larger sets with |S|> 1 can be written as:

d∗(S, l) = min
m∈S\{l}

�

d∗(S\{l}, m) + dml

�

(2.8)

In addition, the minimal tour length d∗∗ for a complete tour, which includes returning to city 1, is

d∗∗ = min
l∈{2,3,...,N}

�

d∗({2,3, . . . , N}, l) + dl1

�

. (2.9)

Using Eq. (2.8) and Eq. (2.9), the quantities d∗(S, l) can be computed recursively and the minimal tour
length d∗∗ can be found. In a second step, the optimal permutation π = {1, i2, i3, . . . , iN} of cities 1
through N can be computed in reverse order, starting with iN and working successively back to i2. This
procedure exploits the fact that the permutation π can only be optimal, if

d∗∗ = d∗({2,3, . . . , N}, iN ) + diN 1, (2.10)

and, for 2≤ p ≤ N − 1,

d∗({i2, i3, . . . , ip, ip+1}, ip+1) = d∗({i2, i3, . . . , ip}, ip) + dip ip+1
. (2.11)

A disadvantage of this approach is the space complexity of storing the values for all d∗(S, l), which is
(N − 1)2N−2. This severely restricts the Dynamic Programming algorithm to smaller TSPs. However, for
these TSP instances the approach is fast and efficient [29].

2.3.2 Linear Programming

In order to solve larger TSP instances, Linear Programming (LP) can be used. The formulation of the
TSP as a Linear Program Optimization Problem is shown in Eq. (2.12) [31]. It is equal to the Integer
Optimization Problem for the symmetric TSP shown in Eq (2.1) but formulated in vector notation.

minimize
E
∑

i=1

wi x i = w T x (2.12a)

subject to x ∈ S (2.12b)

The number of edges ei in a TSP graph G(V,E) is denoted by E and wi ∈ w is the weight of edge ei.
Vector x indicates the presence or absence of each edge in the tour. The task is to find the shortest path
through all nodes in G. This is reflected by the objective function shown in Eq. (2.12a).
The constraints given by Eq. (2.12b) are problematic, because x ∈ S contains the set of vectors x of all
possible Hamiltonian cycles in G. This amounts to a direct search of all (n − 1)! possibilities, which is
impractical for larger TSPs. However, relaxed versions of the Linear Programming problem including
sub-tour elimination constraints can be used to overcome this problem.

The first algorithm solving TSP based on Linear Programming was presented by Dantzig et al. in [31]
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and is called cutting-plane. The algorithm is based on an iterative approach where sub-optimal solu-
tions are left over in the next step to reduce the search space and the number of possible solutions. At
the beginning of each iteration, the original linear inequality description S is replaced by the relaxation
Ax ≤ b, where the polyhedron P defined by the relaxation contains S and is bounded. The optimal
solution x ∗ of the relaxed problem can be obtained using standard Linear Programming solvers.
If x ∗ belongs to S, the optimal solution of the original problem is obtained. Otherwise, a linear inequality
can be found, which is satisfied by all points in S but violated by x ∗. Such an inequality is called a cutting
plane or cut. A family of cutting planes can be added to the inequality system Ax ≤ b to obtain a tighter
relaxation for the next iteration. The iterative algorithm is performed until a valid solution in S is found.

2.3.3 Branch and Bound

The well-known Branch and Bound search method has its origins in work on the TSP and has become
the most used method for solving NP-hard optimization problems [4]. The Branch and Bound method
describes an organized exhaustive search for the best solution in a specified set. It uses a tree represen-
tation of the search space with the root node representing the full set.
During the branching step, the algorithm splits the search space into two or more subsets in an attempt
to create subproblems that may be easier to solve than the original problem. Before searching a subprob-
lem and possibly splitting it further, a bound is computed on the cost of tours in its subset. The branch
is checked against these upper and lower estimated bounds on the optimal solution. It is discarded if
it does not lead to a better solution than the best one found so far by the algorithm. Performing this
bounding step, the number of possible tours is reduced.
As a consequence, applying the Branch and Bound algorithm can solve large TSPs relatively fast. The
latest world records in exact solutions for TSPs shown in Sec. 1.1 are obtained using Linear Programming
combined with a modified Branch and Bound algorithm.
Solving even larger TSPs is only possible trying to approximate the optimal solution. The so-called
heuristics are described in the next Sec. 2.4.

2.4 Heuristics

Heuristics are methods finding an approximately optimal solution for a given problem in a shorter period
of time than an exact algorithm. The solution can be sub-optimal, but in many cases there is no need
for the optimal solution. Instead, it is sufficient to approximate the optimal solution. As presented in
Sec. 1.1, the best heuristic for solving large TSP instances has a tour length being only 0.0474% larger
than the length of the optimal tour. In order to find an adequate solution in desired time, heuristics have
to trade-off between the following criteria [38]:

• Optimality: Optimal or desired solution will be found?

• Completeness: All solutions will be found, if there exist more than one?

• Accuracy: How is the quality of the solution compared to an optimal algorithm?

• Execution time: Higher convergence speed compared to other methods?

Generally, heuristics for the TSP can be divided in two groups: tour construction heuristics which create
tours from scratch and tour improvement heuristics which use simple local search heuristics to improve
existing tours [29]. In the next Sec. 2.4.1, tour construction heuristics are presented.
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2.4.1 Tour Construction Heuristics

A common tour construction heuristic for TSPs is the Nearest Neighbor algorithm [32]. It follows a
simple and greedy procedure. At the beginning, a random city is chosen as the starting city. Then, the
nearest not yet visited city is added to the tour until the tour connects all cities.
An extension of this algorithm is to construct different tours by choosing other starting cities. The final
solution would be the shortest tour. This extension is called Repetitive Nearest Neighbor.

Another group of tour construction heuristic is called Insertion Algorithms [32]. Each algorithm starts
with a tour including a subset of all cities and inserts the remaining cities one after another. In each step,
a remaining city k is inserted into the existing tour between two consecutive cities i and j in a way that
the insertion cost

I = d(i, k) + d(k, j)− d(i, j) (2.13)

is minimized. Insertion Algorithms differ in the way a remaining city k is chosen. There exist four differ-
ent approaches:

• Nearest insertion: City k is chosen as the city which is nearest to a city in the tour.

• Farthest insertion: City k is chosen as the city which is farthest from any of the cities in the tour.

• Cheapest insertion: City k is chosen as the city which minimizes the cost of inserting.

• Arbitrary insertion: City k is chosen randomly from all cities not yet in the tour.

Obviously, the tours found by tour construction heuristics are sub-optimal. On the other hand, this type
of heuristics can be used as an initial solution for tour improvement heuristics, which are presented in
the next Sec. 2.4.2.

2.4.2 Tour Improvement Heuristics

Tour improvement heuristics are simple local search heuristics which try to improve an initial tour. These
heuristics are characterized by a certain type of basic move to alter the current tour.
A common tour improvement heuristic is the 2-Opt Exchange [33]. It is motivated by the observation
that a tour in the euclidean TSP can be easily shortened if it crosses itself. Namely, erase two edges that
cross and reconnect the resulting two subtours by edges that do not cross as illustrated in Fig. 2.2. Then,
the new tour is shorter than the old one.
In general, a 2-opt move consists of eliminating two edges and reconnecting the two resulting subtours
in a different way to obtain a new tour. Improving a tour this way, the two eliminated edges do not
necessarily have to cross. Fig. 2.6 shows a 2-opt move involving non crossing edges.

Experimental results show that the 2-opt heuristic using the Nearest Neighbor algorithm as tour con-
struction heuristic leads to relatively good results. This is due to the fact that Nearest Neighborhood
tours are locally quite reasonable. The few very sub-optimal edges can be eliminated easily using the
2-opt heuristic [34].
An extension of the 2-opt algorithm is the k-opt algorithm. Typically, a tour t ′ is a neighbor of another
tour t, if t ′ can be obtained from t by deleting k edges and replacing them by a set of different feasible
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edges (a k-opt move). In such a structure, a tour can be improved iteratively by always moving from
one tour to its best neighbor till no further improvement is possible. The resulting tour represents a local
optimum which is called k-optimal [29].

Figure 2.6: A 2-opt move [34].

By using full backtracking the optimal solution can always be found. In this case, a trade-off between
different criteria has to be made as described in Sec. 2.4. The algorithm has to check nearly all possible
solutions which increases the execution time. Therefore, only limited backtracking is reasonable to find
better local optima.

Obtaining the optimal solution is hard for heuristics, because these algorithms can get stuck in local
optima. In the next Chapter 3, this problem is described and solution approaches in form of metaheuris-
tics are presented.
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3 Metaheuristics

3.1 Characteristics of Metaheuristics

As described in the previous Sec. 2.4, heuristics can be effective to solve TSPs. These approximation
algorithms construct an initial solution in a short period of time and improves this solution iteratively.
However, a disadvantage is that heuristics have the potential to be far from a global optimum, because
heuristics are bounded to a certain local configuration [35]. During the iterative process, each candidate
for an improved solution is a neighbor of the previous solution. Therefore, the solution after a new step
is also a neighbor of the solution from a previous step. Then it can happen that the heuristic is stuck
to a local optimum. Every candidate tour would increase the travel distance meaning that the heuristic
would stop after this step. In general, the smaller the interval which is searched for a neighbor solution,
the larger the difference between the length of an optimal tour and the tour found by the heuristic.
One way to obtain better performance is to start improvement heuristics many times with different initial
tours obtained by construnction heuristics, because this increases the chance of finding better local min-
ima [34]. In order to demonstrate this characteristic of heuristics, a simplified one-dimensional search
space problem is introduced.

initial point

local optimum

global optimum

Figure 3.1: An example of a local optimum in a simplified, 1-dimensional space [35].

Assume that there is only one global and several local minima in the search space. If we start with the
initial point shown in Fig. 3.1 and then look for a better solution by searching the corresponding neigh-
borhood, we can easily be trapped in a local optimum, since the search interval is too small [35]. For
this reason, heuristics are also called local search strategies [20].

In order to overcome the problems of heuristics, more general solution schemes can be used. The
so-called metaheuristics introduce a class of high-level problem-independent algorithmic frameworks.
The term metaheuristics was first used by Glover in 1986 [36]. In comparison to heuristics, which are
developed for a certain problem, metaheuristics can be easily applied to new problems as well. This gen-
eralized type of heuristics do not put any requirements on the formulation of the optimization problem
(such as requiring constraints or objective functions to be expressed as linear functions of the decision
variables). However, this flexibility comes at the cost of requiring considerable problem-specific adapta-
tion to achieve good perfomance [37].
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There exist several classifications for metaheuristics [38]:

• Nature inspired versus nonnature inspired: Many metaheuristics are inspired by natural pro-
cesses: Evolutionary Algorithms and artificial immune systems from biology; ants, bee colonies,
and particle swarm optimization from swarm intelligence.

• Memory usage versus memoryless methods: A memoryless metaheuristic does not use dynam-
ically extracted information during the search while other metaheuristics use a memory that con-
tains some information extracted during the search.

• Deterministic versus stochastic: Deterministic metaheuristic solve an optimization problem by
making deterministic decisions. Stochastic metaheuristics apply some random rules during the
search.

• Iterative versus greedy: Iterative algorithms start with a complete solution (or population of
solutions) and transform it at each iteration using some search operators. Most metaheuristics are
iterative algorithms.

• Population-based search versus single-solution based search: Single-solution based algorithms
(e.g. local search algorithms) manipulate and transform a single solution during the search while
in population-based algorithms (e.g. Evolutionary Algorithms) different solutions are combined,
either implicitly or explicitly, to create new solutions.

In this work, we divide metaheuristics into the categories single-solution and population-based meta-
heuristics. These two families have complementary characteristics. Single-solution based metaheuris-
tics are exploitation oriented and have the power to intensify the search in local regions. In contrast,
population-based metaheuristics are exploration oriented and allow a better diversification in the whole
search space. Exploration can also be seen as a diversification of solutions and exploitation can be seen
as an intensification of the best solutions as shown in Fig. 3.2. These two contradictory criteria must be
taken into account in designing a metaheuristic.

Diversification Design space of a metaheuristic Intensification

Local SearchRandom Search
Population-based

metaheuristic

Single-solution based

metaheuristic

Figure 3.2: Two conflicting criteria in designing a metaheuristic [38].

In contrast to standard heuristics, single-solution based and population-based metaheuristics introduce
some random factors to overcome the problem of being stuck in local optima. With these random moves,
metaheuristics can escape local optima in order to increase the possibility of finding better solutions. An
illustration of the so-called perturbation moves is given in Fig. 3.3.

Similar to heuristics presented in Sec. 2.4, single-solution based and population-based metaheuristics
can be divided in primarily constructive metaheuristics, where a solution is built from scratch (through
the introduction of new elements at each iteration) and improvement metaheuristics, which modify a
solution iteratively.

In order to give an impression of single-solution based metaheuristics, the Greedy Randomized Adaptive
Search Procedure (GRASP) algorithm is presented in the next Sec. 3.2.
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local optimum

global optimum

perturbation

Figure 3.3: An example of a perturbation move in a simplified, 1-dimensional space [49].

3.2 Greedy Randomized Adaptive Search Procedure (GRASP)

As described in the previous Sec. 3.1, greedy algorithms start with empty solutions and belong to the
group of constructive metaheuristics. This group of metaheuristics construct solutions rather than im-
proving complete solutions. This is done by adding one element to a partial solution at each iteration.
A greedy algorithm tries to add the best possible element at each iteration. To improve the quality of
the final solutions, most constructive metaheuristics include a local search phase after the construction
phase [37]. In addition, greedy heuristics are typically deterministic algorithms [38].

Besides applying a large random change (perturbation) to the current solution in order to escape lo-
cal optima as shown in Fig. 3.3, restarting the search with a new random solution is another way to
escape local optima. The Greedy Randomized Adaptive Search Procedure (GRASP) algorithm uses this
restarting method. In general, this algorithm is a multi-start procedure consisting of two phases: con-
struction phase and local search phase. Each restart of the procedure applies a randomized greedy
construction heuristic to generate an initial solution. For example, the Nearest Neighborhood algorithm
described in Sec. 2.4.1 can be used to obtain an initial solution.
At each step of the construction heuristic, elements not yet integrated into the partial solution are evalu-
ated with a greedy function and the best elements are kept in a so-called restricted candidate list. Then,
one element is chosen randomly from this list and integrated into the solution. Through randomization,
the currently best element is not necessarily chosen, thus leading to a diversity of solutions to explore
the whole search space. Then, the solution is improved until a local minimum is found during the lo-
cal search phase. In each iteration of this phase, the current solution is replaced by a solution from its
neighborhood to obtain a local optimum. This is repeated for a given number of restarts and the overall
best solution is returned at the end [39]. However, this restarting procedure is one disadvantage of the
GRASP algorithm. Each restart is independent from the previous ones and thus prevents the exploitation
of previously obtained solutions to guide the search.
In order to solve a TSP, the GRASP algorithm would select a random starting city and apply a construc-
tion heuristic described in Sec. 2.4.1 to obtain a valid tour. After that, a local search algorithm (e.g.
2-opt) is applied to find the local optimum in the neighborhood of the initial tour. This means that the
algorithm interchanges edges in the tour to minimize the tour length. If the solution cannot be improved
any longer, the GRASP algorithm stops and restarts from the beginning.

Applying population-based metaheuristics leads to a more random search and exploration of the search
space as illustrated in Fig. 3.2. In this work, we focus on two population-based metaheuristics: Ant
(Colony) System and Genetic Algorithms. These algorithms are presented in the next Sec. 3.3-3.5.
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3.3 Ant System (AS)

In the following, we will adopt the terminology as defined by Dorigo et al. in [40,41] and Cordón in [42].
The first presented population-based metaheuristic is an algorithm which is inspired by swarm intelli-
gence. It is an approach to problem solving that takes inspiration from the social behaviors of insects
and other animals. In particular, ants have inspired a number of methods and algorithms among which
the most studied and the most successful is the general purpose optimization technique known as Ant
System (AS) [43].

Ants are social insects that live in colonies and, because of their collaborative interaction, they are
capable of showing complex behaviors and performing difficult tasks from an ant’s local perspective. A
very interesting characteristic of several ant species is their ability to find the shortest path between their
nest and a food source. This fact is noticeable, because many ant species are almost blind, which avoids
the exploitation of visual clues [42].
It was found that the medium used to communicate information among individuals consists of
pheromone trails. While walking between their nest and food sources, some ant species deposit a
chemical substance in varying quantities on the ground in order to mark the path by a trail of this
pheromone. If no pheromone trails are available, ants move essentially at random. Contrary, an ant can
detect a previously laid trail and decide with high probability to follow it. In practice, choices between
different paths occur when several paths intersect. Then, ants choose the path to follow by a probabilistic
decision function biased by the amount of pheromone. The higher the pheromone concentration, the
higher the chance that an ant will follow the pheromone trail.
If an ant chooses to follow an existing trail, the pheromone concentration will increase, because the ant
will also deposit pheromone on the path. The more ants are following a trail, the more attractive it
becomes for being followed. This behavior results in a self-reinforcing process leading to a formation of
paths marked by high pheromone concentrations. Thus, the process is characterized by a positive feed-
back loop, where the probability, with which an ant chooses a path to follow, increases with the number
of ants that previously chose the same path [42].

How this mechanism allows ants to find the shortest path between their nest and a food source is il-
lustrated in Fig. 3.4. Regarding Fig. 3.4a, ants arrive at a decision point in which they have to decide
whether to turn left or right. Since they have no clue about which is the best choice, they choose ran-
domly as described before. It can be expected that, on average, half of the ants decide to turn left and
the other half to turn right. This happens both to ants moving from left to right (name begins with L)
and to those moving from right to left (name begins with R).
In Fig. 3.4b and Fig. 3.4c, it is shown what happens next, supposing all ants walk at approximately the
same speed. The number of dashed lines is roughly proportional to the pheromone concentration on a
path. Since the lower path is shorter than the upper one, more ants will visit it on average. As a conse-
quence, pheromone accumulates faster. After a short transition period, the difference in the amount of
pheromone on the two paths is sufficiently large that it will influence the decision of new ants coming
into the system. From now on, new ants will prefer, in probability, to choose the shorter path, since they
detect a higher amount of pheromone on the lower path at the decision point. This is shown in Fig. 3.4d.
The positive feedback loop will lead to an increasing number of ants using the lower path until all ants
use this shorter path in the end.

The described behavior of real ants has inspired the Ant System algorithm. It is an algorithm in which
a set of artificial ants cooperate to obtain the solution of a problem by exchanging information via a
pheromone deposited on graph edges.
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In comparison to real ants, artificial ants have the following characteristics:

• Artificial ants have some kind of memory that stores the path followed by the ant.

• They are not completely blind and can make use of heuristic information in the applied stochastic
transition policy.

• They live in an environment where time is discrete.

? ?

L2 L1 R1 R2

(a) Ants from both sides arrive at a point where they have
to decide which path they want to follow.

L4 L3 R3 R4

L1

L2
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R2

(b) Some ants choose the upper path and some the lower
path. The choice is random.
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(c) Since ants move at approximately constant speed, the
ants which choose the lower, shorter, path reach the
opposite decision point faster than those which choose
the upper, longer, path.
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(d) Pheromone accumulates faster on the shorter path.
The number of dashed lines is approximately propor-
tional to the amount of pheromone deposited by ants.
As a consequence, new ants prefer the shorter path.

Figure 3.4: How real ants find the shortest path [41].

The Ant System was originally designed for the TSP. Each artificial ant in the TSP is a simple agent with
the following characteristics:

• It chooses the following city with a probability that is a function of the distance to the city and the
amount of pheromone deposited on the connecting edge.

• To force the agent to make legal tours, transitions to already visited cities are not allowed until a
tour is completed. This is controlled by a tabu list for each agent.

• When the agent completes a tour, it deposits a substance called trail on each edge visited.

Informally, the Ant System works as follows. Each ant generates a complete tour by choosing the next
city according to a probabilistic state transition rule at each iteration. They prefer to move to cities which
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are connected by short edges with a high amount of trail. Once all ants have completed their tours, a
global pheromone updating rule is applied. A fraction of the trail on all edges evaporates, which causes
edges that are not used to become less desirable. Then, each ant deposits an amount of trail on edges
which belong to its tour in proportion to the length of the tour. Edges which belong to many short tours
receive a higher amount of trail than edges which belong to longer tours. This iterative process restarts
including the updated trail concentration on each edge.

The mathematical definition of the Ant System, using parts of the definition of the TSP introduced
in Sec. 2.1, is as follows. Let τi j(t) be the intensity of trail on each edge 〈i, j〉. At time t, each ant
chooses the next city where it will be at time t + 1. An iteration of the Ant System algorithm, where
all m ants perform m moves in the interval (t, t + 1), is called an iteration. Every N iterations of the
algorithm, each ant visited all N cities and has completed a tour. This is called a cycle. At this point, the
trail intensity is updated according to the global update rule shown in Eq. (3.1).

τi j(t + N) ← (1−ρ) ·τi j(t) +
m
∑

k=1

∆τk
i j (3.1)

The coefficient ρ is chosen is such a way that (1−ρ) represents the evaporation of trail between time t
and t +N . It has to be set to a value 0≤ ρ < 1 to avoid unlimited accumulation of trail. The quantity of
trail laid on edge 〈i, j〉 by ant k is defined as

∆τk
i j =

¨

Q/Lk if ant k used edge 〈i, j〉 in its tour,

0 otherwise,
(3.2)

where Q is a constant and Lk is the length of the tour constructed by ant k. During the construction of a
solution, ants select the next city to be visited through a stochastic mechanism. When ant k is in city i
and has so far constructed the partial solution sP , the probability of going to city j is defined as

pk
i j(t) =







τi j(t)α·η
β
i j

∑

〈i,l〉∈N(sP ) τil (t)α·η
β
il

if 〈i, l〉 ∈N(sP),

0 otherwise,
(3.3)

where N(sP) is the set of feasible components; that is, edges 〈i, l〉 where l is a city not yet visited by ant
k. Parameters α and β with α+β = 1 control the relative importance of trail versus heuristic information
ηi j, which is defined as

ηi j = 1/di j, (3.4)

where di j is defined as the distance between city i and city j. To sum up, the transition probability is a
trade-off between heuristic information or visibility (which states that close cities should be chosen with
high probability) and trail intensity at time t (which states that if there has been a lot of traffic on edge
〈i, j〉, it is highly desirable).

Using the above definitions, the Ant System algorithm works as follows. At time t = 0, an initializa-
tion phase takes place during which ants are positioned randomly on different cities and initial values
for trail intensity τi j(0) are deposited on all edges. Then, each ant moves from city i to city j choosing
the city to move with probability pk

i j. The trail τi j gives information about how many ants have chosen
the same edge 〈i, j〉 in the past and the visibility ηi j states that the closer a city, the more desirable it is.
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Obviously, setting α = 0, the trail level is no longer considered and a stochastic greedy algorithm with
multiple starting points is obtained. Moreover, setting β = 0, all ants tend to use a path which was used
from many ants before. This can be a random path, because at the beginning all ants are positioned
randomly and move in random directions. Therefore, the exploration of other paths is suppressed.
After N iterations, all ants have completed a tour and the trail intensity is updated according to Eq. (3.1).
In addition, the shortest path found by ants is saved. This process is restarted using the updated trail
concentration τi j and continues restarting until a user defined maximum number of iterations is reached
or all ants make the same tour. After the last cycle, the overall best tour found is chosen as the solution.

In order to evaluate if other quantities of trail ∆τk
i j laid on edge 〈i, j〉 by ant k influence the quality

of the solution, two different modifications of the original Ant System algorithm are introduced [40].
The first modification is called AS-density, the second is called AS-quantity. The algorithms differ in the
way how the trail is updated. In these two models, each ant lays its trail at each iteration without waiting
for the end of the tour. In the AS-density model, an arbitrary quantity of trail Q is left on edge 〈i, j〉 every
time an ant moves from city i to city j. In the AS-quantity model, an ant moving from city i to city j
leaves a quantity of trail q/di j on edge 〈i, j〉. To sum up, the quantity of trail ∆τk

i j left on edges in the
AS-density model is

∆τk
i j =

¨

Q if ant k used edge 〈i, j〉 in its tour,

0 otherwise,
(3.5)

and in the AS-quantity model it is

∆τk
i j =

¨

Q/di j if ant k used edge 〈i, j〉 in its tour,

0 otherwise.
(3.6)

Including Eq. (3.5), the quantity of trail ∆τk
i j left on edge 〈i, j〉 is independent of distance di j between

two cities and the whole tour length Lk of ant k. Contrary, shorter edges are made more desirable in the
AS-quantity model defined in Eq. (3.6), because only distance di j between two cities is considered when
determining the quantity of trail ∆τk

i j leaving on edge 〈i, j〉.

Experimental results show that both models lead to worse results than those obtained with the stan-
dard Ant System algorithm. The reason is to be found in the kind of feedback information which is used
to direct the search process. The standard Ant System algorithm uses global information. The amount of
trail left on edges is computed including the quality of the solution. In fact, ants producing shorter paths
contribute a higher amount of trail than ants whose tour was poor. On the other side, AS-quantity and
AS-density use local information. Their search is not directed by any quality measure of the final result.

Regarding an optimal value for the evaporation coefficient ρ, experimental results show that a value
of ρ = 0.5 is optimal. This can be explained by the fact that the Ant System algorithm uses a greedy
heuristic to guide the search in the early phase. Then, exploiting the global information in the values of
trail τi j on the edge becomes more and more important. For this reason, the Ant System algorithm needs
the possibility to forget parts of the experience gained in the past in order to better exploit new incoming
global information. The major strength of the Ant System algorithm can be summarized as [40]:

• Within the range of parameter optimality, the algorithm always finds very good solutions.

• The algorithm finds good solutions quickly. Nevertheless, it does not exhibit a stagnation behavior
and continues to search for new and possibly better tours.
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• It can be applied to similar versions of the same problem. For example, there is a straightforward
extension from the TSP to the ATSP. The computational complexity of one cycle of the algorithm
remains the same as for the standard TSP, as the only differences occur in the distance and trail
matrices, which are no longer symmetric.

• It can be applied to other combinatorial optimization problems such as assignment or scheduling
problems requiring only minimal changes.

On the other hand, the main disadvantages of the Ant System algorithm are as follows [40]:

• Solving large TSPs requires many iterations of the algorithm to obtain a good solution.

• In general, the algorithm requires a much longer computation time than any other tested special-
purpose heuristic.

• The algorithm can get stuck in local minima, because all ants choose the same sub-optimal tour.

In order to improve the performance of the Ant System algorithm, three main changes can be applied.
The enhanced algorithm called Ant Colony System is presented in the next Sec. 3.4.
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3.4 Ant Colony System (ACS)

The Ant Colony System (ACS) is based on the Ant System presented in the previous Sec. 3.3. There are
three main aspects in which the Ant Colony System differs from the Ant System [41]:

1. The state transition rule provides a direct way to balance between exploration of new edges and
exploitation of a priori and accumulated knowledge about the problem.

2. The global updating rule is applied only to edges which belong to the best ant tour.

3. While ants construct a solution, a local pheromone updating rule is applied.

Informally, the Ant Colony System algorithm works as follows. There are m ants positioned randomly on
m cities chosen according to an initialization rule. Then, each ant builds a tour by repeatedly applying
a stochastic greedy rule (the state transition rule). While constructing its tour, an ant also modifies the
amount of pheromone on the visited edges by applying the new introduced local updating rule. Once all
ants have terminated their tour, the amount of pheromone on edges is modified again by applying the
global updating rule. During the construction of feasible tours, ants are guided by heuristic information
(they prefer to choose short edges) and by pheromone information (they prefer to choose edges with a
high amount of pheromone). The pheromone updating rules are designed in such a way that they tend
to give more pheromone to edges which should be visited by ants.

The Ant Colony System algorithm uses a modified state transition rule called pseudo-random-
proportional rule. It is based on the state transition rule from the Ant System algorithm defined in
Eq. (3.3). Let k be an ant located at city i, q0 ∈ [0,1] be a parameter and q a random value in [0, 1].
Then, next city j is chosen randomly according to the following probability distribution [42]:

if q ≤ q0 :

pk
i j(t) =







1 if j = argmax
〈i,l〉∈N(sP )

{τil ·η
β

il}

0 otherwise

else (q > q0) :

pk
i j(t) =







τi j(t)α·η
β
i j

∑

〈i,l〉∈N(sP ) τil (t)α·η
β
il

if 〈i, l〉 ∈N(sP)

0 otherwise

(3.7)

Every time an ant in city i has to choose a city j to move, it samples a random number 0 ≤ q ≤ 1
and applies the state transition rule. This rule shown in Eq. (3.7) has two goals: when q ≤ q0, it
exploits the available knowledge while choosing the best option with respect to the heuristic informa-
tion and the pheromone trail. However, if q > q0, it applies a controlled exploration similar to the
transition rule from the Ant System algorithm shown in Eq. (3.3). Summing up, the rule establishes
a trade-off between the exploration of new connections and the exploitation of the information avail-
able in that moment. Parameter q0 determines the relative importance of exploitation versus exploration.

The second difference to the Ant System algorithm concerns the global updating rule after a cycle is
finished and all ants have visited N cities. In the Ant Colony System algorithm, only the globally best
ant with the shortest tour from the beginning of the trial is allowed to deposit pheromone. This choice,
together with the use of the pseudo-random-proportional rule, is intended to make the search more
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directed. This will eliminate one of the main disadvantages of the Ant System algorithm described in
Sec. 3.3: the need for many iterations of the algorithm to obtain a good solution.
Applying the enhanced global updating rule, an ant will search in a neighborhood of the best tour
for a better solution. For the Ant Colony System algorithm, the global updating rule is defined in
Eq. (3.8) [42]. Note that there is no evaporation of trail on edges not being part of the best solu-
tion.

τi j(t + N) ←

¨

(1−ρ) ·τi j(t) + ∆τi j if 〈i, j〉 belongs to the best tour

τi j(t) otherwise
(3.8)

In addition to the global updating rule, the Ant Colony System algorithm introduces an online step-by-
step trail update during the search. Each time an ant travels an edge 〈i, j〉, it applies the following rule:

τi j(t + 1) ← (1−φ) ·τi j(t) + φ ·∆τ0, (3.9)

where φ ∈ (0, 1] is a second pheromone decay parameter and τ0 is the initial value of the pheromone
deposited on all edges. As can be seen, the introduced local updating rule includes pheromone evap-
oration and deposit similar to the global updating rule. However, because of the fact that the amount
of pheromone deposited is very small compared to τ0, the pheromone trail on the edges traversed by
an ant decreases. Hence, this results in an additional exploration technique of the Ant Colony System
algorithm. Edges used by an ant are less attractive to following ants. This helps to avoid that every ant
follows the same path and the algorithm is stuck in a local minimum.

Experimental results show that the Ant Colony System algorithm outperforms the Ant System algo-
rithm [41]. In addition, applying the Ant Colony System algorithm to symmetric TSP instances, the
results are comparable to those obtained by other algorithms. Using the Ant Colony System algorithm to
solve large ATSP instances leads to better solutions compared to other algorithms.
In order to improve these very good solutions, a local search heuristic can be applied after an initial
solution was found by the Ant Colony System algorithm. It has been shown that it is more effective to
apply an improvement heuristic to the last (or best) solution produced by the Ant Colony System, rather
than executing a tour improvement heuristic, which starts with a solution generated randomly or by
a construction heuristic. For example, the 3-opt tour improvement heuristic can be applied. This is a
modified version of the 2-opt heuristic shown in Sec. 2.4.2.

In conclusion, the Ant Colony System algorithm is a powerful metaheuristic and can be applied to many
combinatorial optimization problems by defining an appropriate graph representation of the problem.
This nature inspired metaheuristic performs very well for a range of problems. In connection with an
improvement heuristic, it can outperform other algorithms in special cases. A stochastic component in
the Ant Colony System algorithm allows the ants to build a wide variety of different solutions and hence
to explore a much larger number of solutions than greedy heuristics. At the same time, the use of heuris-
tic information (e.g. the visibility and the pheromone information) can guide the ants towards the most
promising solutions [44].

Similar to the Ant Colony System algorithm and the additional application of a tour improvement
heuristic, another class of metaheuristics is able to exploit the search space and explore local solutions,
but combined in one algorithm. The so-called Genetic Algorithms are also nature inspired metaheuristics
and will be presented in the next Sec. 3.5.
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3.5 Genetic Algorithms (GA)

Genetic Algorithms are one of the most widely known classes of Evolutionary Algorithms. This class
of algorithms is motivated by the way species evolve and adapt to their environment based on the
Darwinian principle of natural selection. His theory includes three main observations:

1. All species produce more offspring than needed in order to compensate the mortality rate of the
offspring.

2. Individuals of one species can be similar, but never identical.

3. Only genes which lead to an adaption to the environment and the consequent survival will be
found in the following generation.

The first observation can be seen as a selection pressure. Despite the surplus of offspring, the size of
the population stays constant. This is caused by the fact that there exist limiting factors such as food
and other resources. Parts of the population die until being able to reproduce themselves. In conclusion,
Darwin states that certain individuals of one species are better adapted to the environment and have a
higher chance to survive, even if there is no large difference between the individuals. The environmental
conditions lead to a natural selection of the fittest individuals. The so-called ’survival of the fittest’ states
that in particular the best adapted individuals will become parents and produce offspring.

Metaphor Optimization problem

Evolution Problem solving

Environment Optimization problem

Individual Solution

Chromosome Encoded solution

Gene Decision variable within a chromosome

Allel Possible values of variables (genes)

Locus Position of a gene within a chromosome

Fitness Objective function

Table 3.1: Evolution process versus solving an optimization problem [38].

The whole observation can be translated to mathematical terms. Evolution can be compared to a search
process where the search space is the space of all possible combinations of genes. The goal is to find a
combination of genes which helps to survive. The metaphors for mathematical formulations are shown
in Table 3.1.

Evolution is essentially based on three principles: mutation, recombination and selection. Their com-
bination is a connection of directed and non-directed search processes. The mutation of genes only
produces small changes and thus variants in the gene. As described in Sec. 3.1, the overcoming of lo-
cal optima is important for metaheuristics. Accidental changes in genes can prevent a population from
evolving into a local optimum. Recombination states that two parent individuals combine their most
desirable features to create one or two offspring individuals. Selection states that only the fittest individ-
uals will survive and produce offspring [38].
In order to adapt to the environment, there exist two ways. One way is to produce a large number of
offspring to obtain a pool of individuals, where only the fittest will survive. The other way is to shorten
the reproduction time so that the reproduction is faster than the change in environmental conditions.
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Evolutionary Algorithms are based on the notion of competition and the evolution of a population of
individuals. In general, these algorithms work as follows. Initially, a population is generated randomly.
An objective function associates a fitness value with every individual indicating its suitability to the prob-
lem. At each step, individuals are selected to become parents, following the selection paradigm in which
individuals with better fitness are selected with a higher probability. Then, the selected individuals are
reproduced using variation operators (e.g. crossover and mutation) to generate new offspring. Finally, a
replacement scheme is applied to determine which individuals of the population will survive. One itera-
tion of this process is called a generation. An illustration of the described procedure is given in Fig. 3.5.

Population Parents

Offspring

Selection

Reproduction:

recombination, mutation

Replacement

Figure 3.5: A generation in Evolutionary Algorithms [38].

Based on this process, Genetic Algorithms can solve different optimization problems such as Resource
Allocation Problems presented in Sec. 1.2 or TSP instances. The main design parameters in order to
apply Genetic Algorithms are as follows [38]:

1. Representation: The solutions have to be encoded in order to apply the algorithm. The encoded
solution is referred to as chromosome while the decision variables within a solution (chromosome)
are genes. The possible values of variables (genes) are the alleles and the position of an element
(gene) within a chromosome is named locus.

2. Population initialization: The initial population can be obtained randomly or a solution of a
construction heuristic presented in Sec. 2.4.1 can be used.

3. Objective function: The objective function (fitness) has to be defined in order to evaluate the
quality of a solution.

4. Selection strategy: The selection strategy addresses the question which solutions are chosen as
parents to produce offspring.

5. Reproduction strategy: This strategy consists of choosing suitable mutation and crossover opera-
tor(s) to generate new individuals (offspring).

6. Replacement strategy: The new offspring compete with old individuals for their place in the next
generation.

7. Stopping criteria: There are no stopping criteria defined in Genetic Algorithms. Therefore, exter-
nal stopping criteria have to be included.
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In order to show the application of Genetic Algorithms, consider the following simple minimization
problem [45]:

minimize F = |(a− b)|+ |(b− c)|+ |(c − d)|+ |(d − a)| (3.10a)

subject to a, b, c, d ≤ 63 (3.10b)

a, b, c, d ∈ N (3.10c)

It can be seen that the optimal solution for this problem can be obtained if a = b = c = d. Applying
Genetic Algorithms requires an initial population. Regarding the example, the value for each variable
a, b, c and d is chosen randomly to obtain three initial solutions (chromosomes). The initial population
with individuals Ii for i = 1, . . . ,λ and population size λ is as follows:

I1 : (51 , 42 , 63 , 9 )
I2 : (47 , 45 , 58 , 21 )
I3 : (40 , 47 , 2 , 61 )

Figure 3.6: Example initial population in decimal representation.

In order to apply a crossover operator, the decimal representation has to be translated into the binary
representation, which is often used when applying Genetic Algorithms. The binary representation of the
example shown in Fig. 3.6 is as follows:

I1 : (110011 , 101010 , 111111 , 001001 )
I2 : (101111 , 101101 , 111010 , 010101 )
I3 : (100101 , 010110 , 010001 , 111010 )

Figure 3.7: Example initial population in binary representation.

In addition, the binary representation of the solution has to be converted into a bit string. For this, the
binary representations of each variable are connected, leading to the final bit string shown in Fig. 3.8.

I1 : 110011101010111111001001

I2 : 101111101101111010010101

I3 : 100101010110010001111010

Figure 3.8: Example initial population represented as bit strings.

The selection of possible parents requires a fitness value assigned to each individual. This value is cal-
culated using the result of the objective function in the minimization problem shown in Eq. (3.10).
Evaluating the objective function for each chromosome leads to the following values:

I1 : |(51− 42)|+ |(42− 63)|+ |(63− 9)|+ |( 9− 51)|= 126

I2 : |(54− 45)|+ |(45− 58)|+ |(58− 21)|+ |(21− 47)|= 78

I3 : |(40− 47)|+ |(47− 2)|+ |( 2− 61)|+ |(61− 40)|= 132

Figure 3.9: Objective function values.
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As can be seen in Fig. 3.9, the value of the second chromosome I2 is the lowest. Therefore, the fitness
value has to be the highest, because the goal is to minimize the objective function shown in Eq. (3.10a).
In order to select two chromosomes as parents, a selection strategy has to be applied. The calculation of
the fitness value and three different selection strategies are presented in the next Sec. 3.5.1.

3.5.1 Selection Strategies

The most common selection strategy is called Roulette Wheel Selection [38]. It assigns a selection prob-
ability to each individual that is proportional to its relative fitness. Let fi be the fitness of individual Ii
and the number of individuals be λ. Its probability pi to be selected is defined as follows:

pi =
fi

∑λ

j=1 f j

(3.15)

Suppose a pie graph where each individual is assigned a space on the graph that is proportional to its
fitness as illustrated in Fig. 3.10a. An outer roulette wheel with one pointer is placed around the pie.
The selection of µ individuals is performed by µ independent spins of the roulette wheel. Each spin
selects a single individual. Better individuals have more space and as a consequence a higher chance to
be chosen. The basic advantage of the Roulette Wheel Selection is that it discards none of the individuals
in the population and gives a chance to all of them to be selected [46].
On the other hand, the Roulette Wheel Selection has a bias introduced by outstanding individuals in the
beginning of the search. This my cause a premature convergence and a loss of diversity, because these
individuals can be chosen more than once. In addition, when all individuals are equally fit, this selection
strategy does not introduce a sufficient pressure to select the best individuals [38].
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(b) Stochastic Universal Sampling

Figure 3.10: Roulette Wheel Selection. In the standard case, each spin selects a single individual from
the population. Using Stochastic Universal Sampling, a spin will select as many individuals as
predefined (e.g. four in this example) [38].

In order to reduce the bias of the Roulette Wheel Selection, another selection strategy called Stochas-
tic Universal Sampling can be used. An outer roulette wheel with µ equally spaced pointers is placed
around the pie. Spinning the roulette wheel once will simultaneously select all the µ individuals for
reproduction. An illustration of this selection strategy is given in Fig. 3.10b.
Unfortunately, it is difficult to use Roulette Wheel Selection or Stochastic Universal Sampling on mini-
mization problems whereby the fitness function for minimization has to be be converted to a maximiza-
tion function as in the case of the TSP. Although this may solve the selection problem, it introduces

35



confusion to the problem. For example, the best chromosome in the TSP will continually be assigned a
fitness value that is the maximum of all other fitness functions. Thus, the shortest tour is searched, but
the fitness value is maximized. As a consequence, several other selection techniques with a probability
not proportional to the fitness values of each individual have been developed to encounter this selection
problem [46].

One of these selection strategies is called Tournament Selection. It consists of selecting k individuals
randomly, where k is the size of the tournament group. Then, a tournament is applied to the k mem-
bers of the group to select the best one as shown in Fig. 3.11. In order to select µ individuals from the
population, the same number of tournaments have to be carried out. A disadvantage of this selection is
the expected loss of diversity for larger values of the tournament group, because better individuals will
dominate other individuals [47].

Population

f=7 f=9

f=6

f=12

f=3f=4

f=10 f=9

f=3

f=10

f=10

Contestants (k=3)

Selected individual 

Figure 3.11: Tournament Selection [46].

Applying a selection strategy leads to µ individuals which are chosen to be copied in the so-called mating
pool. In case of the Roulette Wheel Selection and the Tournament Selection, there is a chance that an
individual is chosen multiple times. That is why some of the selected µ individuals may be equal. In the
next Sec. 3.5.2, the process of creating offspring is described.

3.5.2 Reproduction Strategies

After performing the selection of individuals to be parents, a variation of operators such as mutation and
crossover are applied in the reproduction phase [38].
Mutation operators are unary operators acting on a single individual. These operators represent small
changes in the genes of selected individuals in order to create, by chance, an unexpected good solution
[48]. In the case of binary strings, mutation simply means complementing the chosen bit(s). The
probability to mutate each element (gene) of a chromosome is denoted as pm. In general, small values are
recommended for this probability (pm ∈ [0.001, 0.01]) [38]. Some strategies set the mutation probability
to 1/d, where d is the number of genes. In this case, in average only one variable is mutated. The
following characteristics are important for choosing a suitable mutation strategy [38]:

• Ergodicity: The mutation operator should allow every solution in the search space to be reached.

• Validity: The mutation operator should create feasible solutions. This is not always possible
for constrained optimization problems. For example, the TSP is a special case as described in
Sec. 3.5.4.

• Locality: The mutation should only create a minimal change. The mutated solution should be a
neighborhood solution of the original solution.
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The main operation in Genetic Algorithms is crossover. Two parent solutions are chosen from the mating
pool to produce offspring while combining their genes. No selection strategy applied and so the proba-
bility to be chosen is equal for each individual in the mating pool. The two individuals selected from the
mating pool are deleted from that pool after applying the crossover operator. In the following, the simple
one-point crossover is described. In Sec. 3.5.6, special crossover operators for the TSP are presented.
One-point crossover is aimed at exchanging bit strings between two parent chromosomes [16]. A ran-
dom position between 1 and L−1 is chosen along the two parent chromosomes, where L is the length of
the chromosomes. Then, the chromosomes are cut at the selected position and their parts are exchanged
to create two offspring.
In order to copy very good solutions from the old to the new population, a probability is associated to the
application of the crossover operation. If the operator is not applied, the selected parents are copied to
the new population without any modification. The crossover rate can be related to the "aggressiveness"
of the search. High crossover rates create more new offspring at the risk of losing many good chromo-
somes in the current population. Conversely, low crossover rates tend to preserve the good chromosomes
from one population to the next including a weaker exploration of the search space [16].

Regarding the numerical example from Sec. 3.5, we assume that individuals I1 and I2 are chosen
from the old population and copied to the mating pool using Tournament Selection. Then, the one-
point crossover operation is performed at a random location between two genes to create two offspring
O1 and O2 as follows:

I1 : 11001110 | 1010111111001001

I2 : 10111110 | 1101111010010101

O1 : 110011101101111010010101

O1 : 101111101010111111001001

Figure 3.12: Example of an one-point crossover operation.

Assuming that no mutation operation is applied, the obtained values evaluating the objective function
shown in Eq. (3.10a) are as follows:

O1 : |(51− 45)|+ |(45− 58)|+ |(58− 21)|+ |(21− 51)|= 86

O2 : |(47− 42)|+ |(42− 63)|+ |(63− 9)|+ |( 9− 47)|= 118

Figure 3.13: Objective function values after one-point crossover operation.

In order to select the best individuals to be in the new population, there exist two main strategies which
are described in the following Sec. 3.5.3.

3.5.3 Replacement Strategies

After creating µ offspring, the population has a size of λ + µ individuals. Though, by definition, the
size of the population has to be constant for each generation. For this reason, λ individuals have to be
selected to form the new population.
The first strategy is to create more offspring µ than individuals λ being in the old population [49]. Then,
the best λ individuals are chosen from the µ offspring to form the new population. This strategy is
called comma-strategy (λ,µ). From an optimization point of view, this strategy is sub-optimal, because
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all parent solutions are left over. It may happen that a very good solution in the old population is not
part of the new population. As described in the previous Sec. 3.5.2, there is a chance that a very good
solution is copied to the new population without modification. Nevertheless, there exist another way to
avoid this problem.
Applying the second selection strategy, the new population is formed out of the old population and the
offspring. This strategy is called plus-strategy (λ+µ). The best λ solutions from λ solutions belonging to
the old population and µ offspring solutions are chosen to form the new population. Very good solutions
are preserved and transferred to the next generation. However, this strategy can lead to a convergence
to local optima and a loss of diversity [38].

After a new population is created, Genetic Algorithms restart the procedure. This iterative process
never stops, because the population size stays constant. For this reason, no solution is chosen to be
the final result. However, termination criteria can be included to stop the algorithm and obtain the best
solution found so far. The different steps of Genetic Algorithms are summarized in Fig. 3.14.
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for next generation
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chromosomes
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Are optimization/

termination criteria 
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Figure 3.14: Genetic Algorithms procedure [46].

Applying Genetic Algorithms to the TSP requires different representations and operators. These are pre-
sented in the following Sec. 3.5.4-3.5.6.

3.5.4 Application to the TSP

Using Genetic Algorithms with binary representation to solve the TSP causes several problems. Consider
the following example. There exist N = 8 cities and each city is represented by a 3-digit bit string. Two
random initial solutions are as follows:

I1 : (000 , 001 , 010 , 011 , 100 , 101 , 110 , 111 )
I2 : (100 , 110 , 111 , 011 , 000 , 101 , 001 , 010 )

Figure 3.15: Random initial solutions for the TSP in binary representation.

38



As defined in Sec. 2.1, the TSP is the problem of finding the shortest path through all cities visiting
each city exactly once. Applying a standard crossover operator, for example the one-point crossover
introduced in Sec. 3.5.2, can lead to invalid solutions, because a city may appears twice in the resulting
tour. Applying one-point crossover to the parent solutions shown in Fig. 3.15 leads to the following two
offspring O1 and O2:

I1 : 00000101001 | 1100101110111

I2 : 10011011101 | 1000101001010

O1 : 000001010011000101001010

O1 : 100110111011100101110111

O1 : (000 , 001 , 010 , 011 , 000 , 101 , 001 , 010 )
O2 : (100 , 110 , 111 , 011 , 100 , 101 , 110 , 111 )

Figure 3.16: Crossover operation using binary representation.

As can be seen in Fig. 3.16, several cities exist twice. Therefore, the created solutions are invalid for
the TSP. In addition, the bit strings assigned to each city have a large influence on the search procedure.
This is caused by the fact that Genetic Algorithms search in the neighborhood of the parent solution for
new solutions. Regarding the TSP, the enumeration of cities using a binary representation is random and
therefore, changing the order of cities or flipping single bits applying a mutation operation may not lead
to neighboring solutions. Moreover, flipping the first bit can have a larger influence on the solution than
flipping the last bit, because of the structure of binary numbers, where the first bit represents a higher
decimal value.
In order to overcome this problem, other representations and crossover operators have to be chosen to
solve the TSP using Genetic Algorithms [50]. In the next Sec. 3.5.5, two representations for cities in the
TSP are presented.

3.5.5 Representations for the TSP

In 1985, Grefenstette et al. developed one of the first representations for Genetic Algorithms including
the special requirements of the TSP [51]. It is called ordinal representation and is a coding scheme
for the standard one-point crossover. With this coding scheme, one-point crossover always generates
feasible offspring solutions. This representation is mostly of historical interest, because the sequencing
information in the two parent chromosomes is not well transferred to the offspring. Therefore, the re-
sulting search is close to a random search.
The ordinal representation encoding is based on a reference tour. Assume that this reference tour is
1 → 2 → 3 → 4 → 5 → 6 → 7 → 8 for N = 8 cities. The tour is encoded in an iterative step by step
procedure. The position of the current city in the reference tour is stored at the corresponding position
in the resulting chromosome. Then, the reference tour is updated by deleting that city. After that, the
procedure is repeated with the next city in the tour.
An example of the ordinal representation encoding scheme is shown in Fig. 3.17. It shows the initial
tour which has to be encoded, the reference tour and the resulting chromosome. The marked city of the
initial tour corresponds to the current city. The position of the current city in the reference tour is used
to build the ordinal representation.
The resulting chromosome can be easily decoded to the original tour by the inverse process. As described
before, two parent chromosomes encoded in this way always create feasible offspring solutions applying
one-point crossover.
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Initial tour Reference tour Ordinal representation

1 2 5 6 4 3 8 7 1 2 3 4 5 6 7 8 1

1 2 5 6 4 3 8 7 2 3 4 5 6 7 8 1 1

1 2 5 6 4 3 8 7 3 4 5 6 7 8 1 1 3

1 2 5 6 4 3 8 7 3 4 6 7 8 1 1 3 3

1 2 5 6 4 3 8 7 3 4 7 8 1 1 3 3 2

1 2 5 6 4 3 8 7 3 7 8 1 1 3 3 2 1

1 2 5 6 4 3 8 7 7 8 1 1 3 3 2 1 2

1 2 5 6 4 3 8 7 7 1 1 3 3 2 1 2 1

Figure 3.17: Ordinal representation construction [16].

The second representation is called path representation and is a natural way to encode a tour. For ex-
ample, the tour 1→ 2→ 3→ 4→ 5→ 6→ 7→ 8 can be represented simply as (12345678) using the
cities indices directly. However, a single tour can be represented in 2N distinct ways, because any city
can be placed at position 1 and it would be the same tour. In addition, both orientations of the tour are
the same in case of a symmetric TSP. Factor N can be removed by fixing a particular city at position 1 in
the chromosome [16].
Using the path representation requires special recombination operations. In the next Sec. 3.5.6, two
crossover operators which create feasible solutions for the TSP are described.

3.5.6 Special Recombination Operators

The fist presented crossover operator is called partially-mapped crossover [52, 53]. At the beginning,
this operator selects two random cut points in both parent chromosomes. Then, the substring between
the two cut points in the first parent chromosome replaces the corresponding substring in the second
parent chromosome. In order to eliminate duplicates, the inverse replacement is applied outside of the
cut points. This means that if a city occurs twice in the bit string of an offspring, it is replaced with the
city which was originally on the position between the cut points. Consider the following example, where
Otemp1 and Otemp2 are temporary solutions [16]:

I1 : (1 2 | 5 6 4 | 3 7 8)
I2 : (1 4 | 2 3 6 | 5 7 8)

Otemp1 : (1 4 | 5 6 4 | 5 7 8)
Otemp2 : (1 6 | 5 6 4 | 2 7 8)

O1 : (1 3 | 5 6 4 | 2 7 8)

Figure 3.18: Example of an application of the partially-mapped crossover operator.

As can be seen in Fig. 3.18, replacing the substring between the cut points leads to an invalid solution
in Otemp1, because city 4 on position 2 and city 5 on position 6 are duplicated. These cities are replaced
with the corresponding cities from I2 such that city 4 becomes city 6 and city 5 becomes city 2. This is
reflected by Otemp2. Unfortunately, city 6 is already part of the solution and has to be replaced with city
3 from I2 which is on the same location in the substring. Then, the feasible solution O1 can be obtained.
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The second crossover operator is called cycle crossover [53,54]. It focuses on subsets of cities that occupy
the same subset of positions in both parents. These cities are copied from the first parent to the offspring
at the same position. Then, the remaining positions are filled with the cities of the second parent. In this
way, the position of each city comes from one of the two parents. An example of this procedure is shown
in Fig. 3.19 [16]:

I1 : (1 3 5 6 4 2 8 7)
I2 : (1 4 2 3 6 5 7 8)

O1 : (1 3 2 6 4 5 7 8)

Figure 3.19: Example of an application of the cycle crossover operator.

Regarding the example shown in Fig. 3.19, the cycle crossover works as follows. The subset of cities
{3, 4,6} occupies the subset of positions {2,4, 5} in both parents. Hence, an offspring is created by filling
positions 2, 4 and 5 with the cities found in the first parent. Then, the remaining positions are filled with
the cities found in the second parent.

Genetic Algorithms can be used to obtain an approximate solution of a TSP instance when applying
the presented recombination operators. As described before, one or more stopping criteria have to be
applied to obtain a final result. For example, the algorithm runs until no improved solution can be found.
In addition, a limit for the number of generations can be set.

To sum up, the distinctive feature of Genetic Algorithms is the exploitation of a population of solu-
tions and the creation of new solutions through recombination of two parent solutions. Using Genetic
Algorithms for problem solving only requires a suitable representation of the solutions and an adequate
recombination operator. The final result can be optimized further by applying a local heuristic.

Both population-based metaheuristics introduced in this chapter are nature inspired and use a dis-
tributed set of samples from the space to generate the solution. In addition, these algorithms are problem
independent and can handle problems with huge search spaces such as the TSP. Besides heuristic and
metaheuristic algorithms, machine learning approaches can be used to approximate the solution of com-
binatorial optimization problems.
In the next Chapter 4, a machine learning approach is introduced. At first, the general concept of ma-
chine learning is introduced in Sec. 4.1. After that in Sec. 4.2, the concept of reinforcement learning is
presented. The mathematical framework is defined in Sec. 4.3 and an example learner called Q-learning
is described in Sec. 4.4. Then, the application of reinforcement learning to the TSP is presented in
Sec. 4.5. Finally, the concept of supervised meta-learning is introduced in Sec. 4.6.

41



4 Machine Learning

4.1 Types of Machine Learning Algorithms

Machine learning is a discipline of mathematics and computer science that concentrates on methods and
algorithms that can accomplish certain tasks by utilizing given data [55]. There exist three main types
of machine learning approaches:

1. Supervised learning

2. Unsupervised learning

3. Reinforcement learning

In supervised learning scenarios, datasets contain pairs of inputs with corresponding outputs. The core
idea of supervised learning is to learn from experience and find patterns in a training set of input-output
pairs. With this knowledge, the algorithm can obtain the correct output or class for new, unseen input
datasets. This process is called classification. An illustration of the procedure in supervised learning is
given in Fig. 4.1.
In order to compare and evaluate supervised learners, only a portion of the known, labeled training set
is used for training the algorithm. The other portion of the data is then used as a test set. The trained
algorithm has to obtain the output class of this data. Comparing the output with the real output shows
the performance and the accuracy of the classifier.

New Data Classifier

Machine Learning

Algorithm

Training Data

Classification

Figure 4.1: Supervised machine learning flow chart.

Unsupervised learning describes an approach to discover patterns in the data without having a "correct"
classification at hand. The goal is to model the underlying structure or distribution in the data in order
to learn more about the data. Unsupervised learning problems can be further grouped into:

• Clustering problems: Find the inherent groupings in the data.

• Association problems: Find rules that describe large portions of the data.

In contrast to supervised learning, in unsupervised learning no pairs of inputs with corresponding out-
puts exist. An example for an unsupervised learning algorithm is K-Means Clustering. It forms groups of
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data with similar characteristics. In the mTSP example shown in Sec. 2.2.2, nearby cities are labeled the
same in order to split the TSP in m smaller TSPs, where m is the number of salesmen.

The characteristics of reinforcement learning are described is the next Sec. 4.2. After that, the math-
ematical framework of a Markov Decision Process is described in Sec. 4.3. Then, a learning schemes is
presented in Sec. 4.4. Finally, the application to the TSP is presented in Sec. 4.5.

4.2 Reinforcement Learning

Reinforcement learning is learning what to do in order to maximize a numerical reward signal. The
learner is not told which actions to take, but instead must discover which actions yield the most reward
by trying them. Often, actions affect not only the immediate reward but also the next situation and all
subsequent rewards. These two characteristics, trial-and-error and delayed reward, are the main fea-
tures of reinforcement learning [56].
In contrast to supervised learning, a reinforcement learner does not learn from labeled training sets.
For this reason, reinforcement learning can be applied to most combinatorial optimization problems,
because supervised learning is not applicable due to the fact that one does not have access to optimal
labels [57]. For example, an agent could learn to play a game by being told whether it wins or loses, but
is never given the “correct” action at any given point in time. For this reason, a reinforcement learning
approach is used to approximate the best tour for the TSP.
Reinforcement learning is also different from unsupervised learning. Uncovering structures in an agent’s
experience can certainly be useful in reinforcement learning, but by itself does not address the reinforce-
ment learning problem of maximizing a reward signal.

As described in Sec. 3.3, the Ant System algorithm has the challenge to trade-off between exploration
and exploitation. Reinforcement learning has to choose the best proportion of these two features as well.
To obtain a lot of reward, a reinforcement learning agent must prefer actions that it has tried in the past
and found to be effective in producing reward. On the other hand, it has to try actions that it has not
selected before to discover better solutions. The agent has to exploit what it has already experienced in
order to obtain a reward, but it has to explore the search space as well in order to make better action
selections in the future. The dilemma is that neither exploration nor exploitation can be pursued exclu-
sively without failing at the task. The agent must try a variety of actions and progressively favor those
that appear to be best. On a stochastic task, each action must be tried many times to gain a reliable
estimate of its expected reward [56].

The main elements of reinforcement learning are as follows [56]:

• Agent: It tries to maximize the gained reward in an unknown environment.

• Environment: The active decision-making agent interacts with its environment, within which the
agent seeks to achieve a goal despite uncertainty about its environment. The agent’s actions are
permitted to affect the future state of the environment, thereby affecting the options and opportu-
nities available to the agent at later times.

• Policy: It defines the learning agent’s way of behaving at a given time (strategy). Informally, a
policy is a mapping from perceived states of the environment to actions to be taken when in those
states. In some cases, the policy may be a simple function or lookup table. The policy is the core of
a reinforcement learning agent in the sense that it alone is sufficient to determine the behavior.

• Reward signal: It defines the goal in a reinforcement learning problem. On each time step, the
environment sends a single number called the reward to the reinforcement learning agent. The
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agent’s objective is to maximize the total reward it receives over the long run. Thus, the reward
signal defines what are good and bad events for the agent. In addition, the reward signal is the
primary basis for altering the policy. If an action selected by the policy is followed by low reward,
then the policy may be changed to select some other action in that situation in the future.

• Value function: Contrary to the reward signal, which indicates what is good in an immediate
sense, a value function specifies what is good in the long run. Informally, the value of a state is the
total amount of reward an agent can expect to accumulate over the future, starting from that state.
Whereas rewards determine the immediate desirability of environmental states, values indicate the
long-term desirability of states after taking into account the states that are likely to follow and the
rewards available in those states.

In general, reinforcement learning is based on the concepts of a Markov Decision Process (MDP), which
provides a mathematical framework for modeling decision making in situations where outcomes are
partly random and partly under the control of a decision maker. MDPs are an extension of Markov
Chains. The difference is the addition of actions (allowing choice) and rewards (giving motivation). In
the next Sec. 4.3, the concept of MDPs is described.

4.3 Markov Decision Process (MDP)

In the following, we adapt the terminology as defined by Sutton et al. in [56]. The formal problem
of finite Markov Decision Processes (MDPs) involves evaluative feedback and choosing different actions
in different situations. MDPs are a classical formalization of sequential decision making, where actions
influence not just immediate rewards, but also subsequent situations or states. These future rewards
can be seen as delayed reward from an action. MDPs involve delayed reward and the need to trade-off
immediate and delayed reward. Regarding the TSP, immediate reward is a short path to the next city
and delayed reward is the overall tour length. A large immediate reward may lead to a sub-optimal
result. For this reason, learning has to be applied to choose the optimal trade-off value.
In MDPs, learning is achieved by interaction with the environment to reach a goal. The learner and
decision maker is called agent. It interacts with everything outside itself which is called environment.
Both interact continually, the agent selecting actions and the environment responding to these actions
and presenting new situations or states to the agent. In addition, the environment gives rise to rewards,
which are special numerical values that the agent wants to maximize over time through its choice of
actions. This process is illustrated in Fig. 4.2.

Agent

Environment

RewardState Action

St Rt At

Rt+1

St+1

Figure 4.2: Markov Decision Process [56].
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Agent and environment interact at each of a sequence of discrete time steps t = 0,1, 2,3, . . . , T . At each
time step t, the agent receives some representation of the environment’s state St ∈ S. On that basis, the
agent selects an action At ∈ A(s). One time step later, in part as a consequence of action At , the agent
receives a numerical reward Rt+1 ∈ R ⊂ R and finds itself in a new state St+1. Continuing this process, a
sequence or trajectory is started as follows:

S0, A0, R1, S1, A1, R2, S2, A2, R3, . . . (4.1)

In a finite MDP, the sets of states, actions and rewards (S,A,R) all have a finite number of elements. In
this case, the random variables Rt and St have well defined discrete probability distributions dependent
only on the preceding state and action. That is, for particular values of these random variables, s′ ∈ S and
r ′ ∈ R, there is a probability of these values occurring at time t, given particular values of the preceding
state and action as shown in Eq. (4.2).

p(s′, r | s, a)
.
= Pr {St = s′, Rt = r ′ | St−1 = s, At−1 = a } ∀ s′, s ∈ S, r ∈ R, a ∈A(s) (4.2)

Function p : S×R× S×A→ [0, 1] is an ordinary deterministic function of four arguments. It specifies
a probability distribution for each choice of s and a. Summing over all conditional probabilities leads to
the following Eq. (4.3):

∑

s′∈S

∑

r∈R

p(s′, r | s, a) = 1 ∀ s ∈ S, a ∈A(s) (4.3)

The MDP framework is abstract and flexible and can be applied to different problems in different ways.
For example, time steps need not refer to fixed intervals of real time, but to arbitrary successive stages
of decision making and acting. Regarding the TSP, one step would mean traveling from one city to the
next city.
In general, anything that cannot be changed arbitrarily by the agent is considered to be outside of it and
thus part of the environment. This environment or parts of it do not have to be unknown to the agent.
For example, the agent often knows how its rewards are computed as a function of its actions and the
states in which the actions are taken. Nevertheless, this computation is not part of the agent, because it
defines the task faced by the agent.
To sum up, the MDP framework is an abstraction of the problem of goal-directed learning from interac-
tion. It proposes that whatever objective one is trying to achieve, any problem of learning goal-directed
behavior can be reduced to three signals passing back and forth between an agent and its environment:
one signal to represent the choices made by the agent (the actions), one signal to represent the basis on
which the choices are made (the states) and one signal to define the agent’s goal (the rewards).

In order to apply the MDP framework to a problem, goals and rewards have to be defined. In rein-
forcement learning, the agent’s goal is formalized in terms of a special signal, the reward. At each time
step, the reward is a simple number Rt ∈ R passing from the environment to the agent. Informally, the
agent’s goal is to maximize the total amount of reward it receives. This means that the agent tries to
maximize the cumulative rewards and not the immediate reward. The use of a reward signal to formal-
ize the idea of a goal is one of the most distinctive features of reinforcement learning.
It is important that the reward signal is well defined. In particular, rewards provided to the agent have
to be maximized if the goal is achieved. For example, a chess playing agent should be rewarded only for
winning and not for achieving subgoals such as taking its opponent’s pieces. If achieving these sorts of
subgoals were rewarded, the agent might find a way to achieve them without achieving the real goal.
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The formal definition of rewards is as follows. In general, we want to maximize the expected return,
where return Gt is defined as some specific function of the reward sequence. In the simplest case, the
return is the sum of the rewards:

Gt
.
= Rt+1 + Rt+2 + Rt+3 + . . . + RT , (4.4)

where T is a final time step. This approach is useful in applications in which there is a natural notion of
a final time step such as playing a game or any sort of repeated interaction. It includes that the agent-
environment interaction breaks naturally into subsequences, which are called episodes. Each episode
ends in a special state called terminal state, followed by a reset to a starting state or to a sample from a
standard distribution of stating states. The next episode begins independently of how the previous one
ended. Thus, the episodes can all be considered to end in the same terminal state, only differing in the
rewards for different outcomes. Tasks with episodes of this kind are called episodic tasks. On the other
hand, there exist continuing tasks which do not break the agent-environment interaction into episodes.
Then, the final time step would be T =∞ and the return could be infinite. Regarding the TSP, finding
a tour can be seen as one episode. Therefore, the TSP is episodic.

In addition to rewards, the concept of discounting has to be defined. According to this approach,
the agent tries to select actions so that the sum of discounted rewards it receives over the future is
maximized. In particular, it chooses At to maximize the expected discounted return:

Gt
.
= Rt+1 + γRt+2 + γ

2Rt+3 + . . . =
∞
∑

k=0

γkRt+k+1, (4.5)

where γ ∈ [0,1] is the discount rate. In addition, the returns at successive time steps are related to each
other in the following way:

Gt
.
= Rt+1 + γRt+2 + γ

2Rt+3 + γ
3Rt+4 + . . .

= Rt+1 + γ
�

Rt+2 + γRt+3 + γ
2Rt+4 + . . .

�

= Rt+1 + γGt+1 (4.6)

Discount rate γ determines the present value of future rewards. A reward received k time steps in the
future is worth only γk−1 times what it would be worth if it were received immediately. If γ < 1, the
infinite sum in Eq. (4.5) has a finite value as long as the rewards sequence {Rk} is bounded. If γ = 0,
the agent only maximizes immediate rewards. In this case, its objective is to learn how to choose At to
maximize only Rt+1. As γ approaches 1, the agent takes future rewards into account more strongly and
becomes more farsighted. However, the discount rate is user defined and the optimal value has to be
found for every problem.

In order to choose the right decision, an agent in reinforcement learning tries to maximize the cu-
mulative reward. Unfortunately, the expected reward is unknown at each time step. For this reason,
almost all reinforcement learning algorithms introduce value functions, which are functions of states or
state-action pairs that estimate the future rewards. The rewards, which the agent can expect to receive
in future, depend on what actions it will take. Accordingly, value functions are defined with respect to
particular ways of acting, the so-called policies.
Formally, a policy is a mapping from states to probabilities of selecting each possible action. If the agent
is following policy π at time t, then π(a | s) is the probability that At = a if St = s. Reinforcement learn-
ing algorithms specify how the agent’s policy is changed as a result of its experience.
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The value of state s under policy π, denoted vπ(s), is the expected return when starting in s and follow-
ing π thereafter. For MDPs, this value is defined as:

vπ(s)
.
= Eπ[Gt |St = s ] = Eπ

�

∞
∑

k=0

γkRt+k+1 |St = s
�

∀ s ∈ S, (4.7)

where Eπ[·] denotes the expected value of a random variable given that the agent follows policy π.
Function vπ shown in Eq. (4.7) is called the state-value function for policy π.
Similarly, the value of taking action a in state s under policy π, denoted qπ(s, a), is defined as the ex-
pected return starting from s, taking action a and thereafter following policy π:

qπ(s, a)
.
= Eπ[St = s , At = a ] = Eπ

�

∞
∑

k=0

γkRt+k+1 |St = s , At = a
�

. (4.8)

Function qπ shown in Eq. (4.8) is called the action-value function for policy π. Value functions vπ and
qπ can be estimated from experience. For example, Monte Carlo runs can be performed to obtain the
values for each state St and action At .

A main property of value functions used in reinforcement learning is to satisfy recursive relationships.
For any policy π and any state s, the following consistency condition holds between the value of s and
the value of its possible successor states:

vπ(s)
.
= Eπ[Gt |St = s ]

= Eπ[Rt+1 + γGt+1 |St = s ]

=
∑

a

π(a | s)
∑

s′

∑

r

p(s′, r | s, a)
�

r + γEπ[Gt |St = s′ ]
�

=
∑

a

π(a | s)
∑

s′,r

p(s′, r | s, a)
�

r + γvp i(s′)
�

∀ s ∈ S, (4.9)

where it is implicit that actions a are taken from set A(s), that next states s′ are taken from set S and
that rewards r are taken from set R. The first two lines in the above equation come from Eq. (4.6) and
lead to the final expression in Eq. (4.9), which can be read as the expected value. It is the sum over all
values of the three variables a, s′ and r. For each triple, the probability π(a | s) p(s′, r | s, a) is computed
weighting the quantity in brackets by the probability and sum over all possibilities to obtain an expected
value.

The final Eq. (4.9) is the Bellman equation for vπ. It expresses a relationship between the value of a
state and the values of successor states. Think of looking ahead from a state to its possible successor
states as illustrated in Fig. 4.3.
Starting from state s, the root node at the top, the agent could take any of some set of actions (three
in this example) based on its policy π. From each of these, the environment could respond with one of
several next states s′ along with a reward r depending on its dynamics given by the function p shown in
Eq. (4.2). The Bellman equation shown in Eq. (4.9) averages over all possibilities, weighting each by its
probability of occurring. It states that the value of the current state must be equal to the (discounted)
value of the expected next state, plus the rewards expected along the way.
Diagrams like that shown in Fig. 4.3 are called backup diagrams, because the tree structure reveals the
relationships that form the basis of the update or backup operations in reinforcement learning. These
operations transfer value information back to a state from its successor states.
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Figure 4.3: Example backup diagram for vπ [56].

Solving a reinforcement learning task means to find a policy that achieves a lot of reward over the
long run. For finite MDPs, the optimal policy can be defined as follows. A policy π is defined to be
better than or equal to a policy π

′
, if its expected return is greater than or equal to that of π

′
for all

states. Formerly, π≤ π
′

if and only if vπ(s)≤ vπ′ (s) for all s ∈ S. There is always at least one policy that
is better than or equal to all other policies. This is an optimal policy. All optimal policiesπ∗ are defined as:

v∗(s)
.
= max

π
vπ(s) ∀ s ∈ S (4.10)

Optimal policies also share the same optimal action-value function q∗ defined as:

q∗(s, a)
.
= max

π
qπ(s, a) ∀ s ∈ S, a ∈A(s) (4.11)

An agent learning an optimal policy has done very well, but in practice this rarely happens. It is usu-
ally not possible to compute an optimal policy for solving the Bellman optimality formulation shown in
Eq. (4.9). For example, computers still cannot calculate the optimal moves, because of the high number
of possible state-action pairs and the required computation effort. In addition, the memory available is
also an important constraint. In tasks with small, finite state sets, it is possible to form arrays or tables
with one entry for each state or state-action pair. Larger tasks require building up approximations of
value functions, policies and models. A simple learning method called Q-learning is presented in the
next Sec. 4.2.

4.4 Q-Learning

All learning methods in reinforcement learning overcome a dilemma. These methods try to learn action
values conditional on subsequent optimal behavior, but there is a need to behave non-optimally in order
to explore all actions (to find the optimal actions). A straightforward approach is to use two policies,
one that is learned about and that becomes the optimal policy, and one that is more exploratory and is
used to generate behavior. The policy being learned about is called target policy, and the policy used to
generate behavior is called behavior policy. In this case, we say that learning is from data "off" the target
policy and the overall process is called off-policy learning.
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One of the early breakthroughs in reinforcement learning is called Q-learning and was developed by
Watkins et al. [58, 59]. The agent’s expected cumulative reward, when it selects action a in state s and
acts in the optimal way in the successor states, is defined as q∗. Then, the following update rule estimates
the action-value function q∗ for the nonterminal states St [60]:

Q(St , At) ← (1−α)Q(St , At)
︸ ︷︷ ︸

old Q-value

+ α
︸︷︷︸

learning rate

expected discounted feedback
︷ ︸︸ ︷

�

Rt+1
︸︷︷︸

feedback

+ γ
︸︷︷︸

discount factor

max
a

Q(St+1, a)
︸ ︷︷ ︸

max future Q-value

− Q(St , At)
︸ ︷︷ ︸

old Q-value

�

, (4.12)

where α is a small positive fraction called step-size parameter, which influences the rate of learning.
This update rule is an example of a so-called temporal-difference learning method, because its changes
are based on differences between estimates at two different times. In this case, the learned action-
value function Q directly approximates q∗, which is the optimal action-value function defined in the
previous Sec. 4.3, and is independent of the policy being followed. The policy still has an effect that
it determines which state-action pairs are visited and updated. This learning rule converges to the
correct values for Q and v∗, assuming that every action is tried in every state infinitely often and that
new estimates are blended with previous ones using a slow enough exponentially weighted average [61].

As described in the previous Sec. 4.3 and illustrated in Fig. 4.3, Q-learning learns by backing up ex-
perienced rewards through time. An estimated action-value function Q is learned, where Q(St , At) is
the expected return found when executing action a in state s and greedily following the current policy
thereafter. The current best policy is generated from Q by simply selecting the action that has the highest
value for the current state. For example, the expected reward for each state-action pair is saved in a
table, the so-called Q-table. Then, the agent can look up what to do next in order to maximize the total
reward. An example of a Q-table with m possible actions for each of the n states is as follows:

Q-table =











Q(1, 1) Q(1,2) . . . Q(1, m)
Q(2, 1) Q(2,2) . . . Q(2, m)

...
...

. . .
...

Q(n, 1) Q(n, 2) . . . Q(n, m)











(4.13)

To sum up, the pseudo code for applying Q-learning to estimate π≈ π∗ is shown in Fig. 4.4.

Initialize Q(s, a), for all s ∈ S, a ∈A(s), arbitrarily, and Q(terminal-state, ·) = 0
Repeat (for each episode):

Initialize S
Repeat (for each step of episode):

Choose A from S using policy derived from Q (e.g., ε-greedy)
Take action A, observe R, S

′

Q(S, A) ← (1−α)Q(S, A) +α [R+ γmaxa Q(S
′
, a)−Q(S, A)]

S← S
′

until S is terminal
end-Q-Learning

Figure 4.4: Q-learning pseudo code [56].
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As described before, the main problem in reinforcement learning is to balance the agent’s decisions be-
tween exploration and exploitation. Exploration takes place when the agent selects an action to learn
more about the environment. This is a so-called nongreedy action. On the other hand, exploitation
means that the agent exploits the current knowledge of the action values. This is a so-called greedy
action. One simple approach that balances these two is the so-called ε-greedy policy. The agent selects a
random action with chance ε ∈ [0, 1] and the current best action looking up in the Q-table with proba-
bility 1− ε [62].
An advantage of Q-learning is the exploration insensitiveness. It means that the Q-values will converge
to the optimal values, independent of how the agent behaves while the data is being collected (as long as
all state-action pairs are tried often enough). As a consequence, the exploration-exploitation issue must
be addressed in Q-learning, but the details of the exploration strategy will not affect the convergence of
the learning algorithm [63]. Therefore, Q-learning is the most used learning method in reinforcement
learning.
In tasks with small, discrete state spaces, Q and π can be fully represented in a table. As the state space
grows, using a table becomes impractical. That is why reinforcement learning methods often use func-
tion approximators such as artificial neural networks to generalize the gained experience. However, by
replacing the Q-table with a deep learning network, accuracy is traded for abstraction [64]. In the next
Sec. 4.5, it is shown how to apply reinforcement learning to the TSP.

4.5 Application to the TSP

Reinforcement learning can be used to approximate the optimal solution for the TSP. In order to apply
Q-learning, the variables introduced in the previous Sec. 4.3 have to be declared [65].
When a TSP tour is optimized by the reinforcement algorithm, the state denotes the city number and the
action denotes the selection of the next city. The immediate reward r(i, j) between the current city i and
the next city j is the reciprocal of the distance d(i, j) between these cities as follows:

r(i, j) =
1

d(i, j)
(4.14)

The shorter the distance between two cities i and j, the larger the value of the immediate reward. As
defined in Sec. 2.1, the TSP is the problem of finding a permutation of cities σ (a tour) in a two dimen-
sional space w = {vn}Nn=1 that includes each city exactly once and has the minimum length. The length
of a tour defined by a permutation σ is as follows:

L(σ, w) =







vσ(N) − vσ(1)










2
+

N−1
∑

n=1








vσ(n) − vσ(n+1)










2
, (4.15)

where ‖·‖ denotes the euclidean norm. Then, the cumulative reward RQ(i, j) can be defined as the re-
ciprocal of the tour length:

RQ(i, j) =
1

L(σ, w)
(4.16)

The cumulative reward RQ(i, j) is updated according to the following function:

RQ(i, j) ← (1−α)RQ(i, j) +α
�

r(i, j) + γmax
z∈L(i)

RQ( j, z)
�

, (4.17)
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where α ∈ [0, 1] is the learning rate, γ ∈ [0, 1] reflects the discount rate and L(i) denotes the unvisited
cities when the current city is i. In order to learn an optimal policy, a sufficient number of iterations of
the algorithm (episodes) can be used [3]. An episode ends when a tour is completed and the algorithm
can be restarted.
Using a Q-table, the algorithm can select the best action according to the highest Q-value. To explore
new paths, the ε-greedy policy defined in Sec. 4.4 may be used.

To sum up, reinforcement learning algorithms can be applied to solve combinatorial problems such
as the TSP. In this case, the salesman learns the best state-action pairs and selects a particular action to
maximize the cumulative reward. In contrast to supervised learning, this self-learning method does not
need a training set with correct labels. However, supervised learning can be used to select the best meta-
heuristic for an optimization problem. The so-called supervised meta-learning approach is described in
following Sec. 4.6.
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4.6 Supervised Meta-Learning

The TSP has been extensively studied in literature and various approximation algorithms such as the
ones shown in Chapter 3 are available. However, none of the state-of-the-art metaheuristics for TSP
outperforms the others in all problem instances within a given time limit [66]. This so-called ’No Free
Lunch Theorem’ is described in the next Chapter 5. Predicting the best performing algorithm for a given
problem instance can save computational resources and optimize the results.
In general, this type of concept is the so-called Algorithm Selection Problem formulated by Rice [67]. It
includes three main characteristics [68]:

• Problem space: The set of all possible instances of the problem. There exist a large number of
independent parameters describing the different instances. These parameters are important for
algorithm selection and performance measure. However, their influence on algorithm performance
is usually unknown.

• Algorithm space: The set of all possible algorithms that can be used to solve the problem. The
dimension of this set could be unimaginable and the influence of the algorithm parameters is
uncertain.

• Performance measure: The criteria used to measure the performance of a particular algorithm
for a particular problem. It is similar to the fitness value used in Genetic Algorithms presented in
Sec. 3.5.

The goal is to relate the performance of algorithms to characteristics or measures of classification
datasets. Then, the best algorithm can be predicted for a new problem instance. The mathematical
framework can be described as follows. There exist a problem domain P, a set of available algorithms
A, a performance space Y and a feature space F. Performance y(A, P) of algorithm A ∈ A on problem
P ∈ P is given by mapping y : A→ Y. Features f (P) characterizing the problem P are given by mapping
f : P→ F. The task is to find the mapping s : F→A, which for each problem P ∈ P selects an algorithm
AP = s( f (P)) such that the performance y(AP , P) is maximized.

In the following, the concept of supervised meta-learning to select the best algorithm solving the TSP is
described based on the work of Pihera et al. in [66] and Kanda et al. in [69]. Both apply a classifica-
tion algorithm to the Algorithm Selection Problem for the TSP. The task is to find the best metaheuristic
to solve a particular TSP instance including a runtime limit. Using supervised learning introduced in
Sec. 4.1, a suitable algorithm can be chosen to obtain the best possible solution. To make this prediction,
a classifier has to be trained using a machine learning algorithm (e.g. a support vector machine). For
this reason, it is necessary to find and define relevant features f (P), which characterize the TSP instance
well, and to construct a good mapping s in order to apply the algorithm selection. In addition, the set
of training instances according to which s is constructed must be representative for the problem. The
training instances must not bias the mapping s towards a special class of inputs only.
Training the classifier requires the TSP instances to be characterized by features f (P). These features
should represent properties of the instances that affect the relative performance of the metaheuris-
tics [69]. For example, the features shown in Table 4.1 can be used to train a meta-learning model.
The values for each feature can be extracted from the graph that represents each TSP instance.

In the next step, a training set of TSP instances is solved using the available metaheuristics. Then,
each training sample is labeled with the metaheuristic which leads to the shortest tour in the user de-
fined runtime. This labeled training set can be used to train the classifier of the meta-learning model.
An illustration of the general meta-learning construction and classification process is given in Fig. 4.5.
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Feature Description

V Number of cities

E Number of edges

Elow Lowest edge cost

Ehig Highest edge cost

Eav g Average edge cost

Emode Average of the costs that occur the most frequently in the edges

Emediam Median of the edge costs

Elav g Quantity of edges whose costs are lower than Eav g

Vlower Sum of the V edges of lowest values

Table 4.1: TSP features used to train a meta-learning model [69].

The construction of the meta-learning model is carried out in two phases. The first is the knowledge
acquisition, in which problem instances are obtained from the problem space. Afterwards, problem char-
acteristics are identified and the features are extracted. Then, candidate algorithms are applied to the
selected problem instances and their performance is estimated. The resulting values are used to gener-
ate target values. In the second phase, the meta-learning model is created. This is achieved by applying
machine learning techniques on the data gathered in the first phase. After that, the meta-learning model
obtained can be used to predict the relative performance of the candidate algorithms on a new instance
and recommend the most promising algorithm.

Problem space Algorithm space

Extracting Estimating

Charateristics Algorithm performance

Features
Target 

values

Used to evaluate

Model

performanceMeta-knowledge

New problem instance Meta-learning model

Input

Algorithms performance

Predicts

Used to evaluate

Figure 4.5: Construction of the meta-learning model for the Algorithm Selection Problem [69].
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As described before, given a trained meta-learning model, the classifier predicts the best algorithm for
new, unseen TSP instances. For example, the decision tree learner builds classification models in the
form of a tree structure. This learner searches for patterns in the given examples to construct a tree with
decision nodes and leaf nodes. A decision node has two or more branches. A leaf node represents a
classification or decision with a class label. The topmost decision node in a tree, which corresponds to
the best predictor, is called root node. Given a trained decision tree, a new TSP instance can be classi-
fied with very low computational effort, because the algorithm only has to compare two values at each
decision node. An example for a decision tree obtained from a dataset including 70 cities is shown in
Fig. 4.6, where the classifier can choose out of four considered metaheuristics. Regarding this example,
only five features are required to classify new TSP instances.

MH1 MH2 MH1 MH3 MH4 MH3

MH4

V

E

lower

V
lower

mode

E
avg

E
hig

E
median

≤238 >238

>731
≤1883.5

≤236 ≤1137.21 ≤2083

≤731

>2083>1137.21

>1883.5

>236

Figure 4.6: Decision tree for a dataset including 70 cities [69].

Experimental results show that a high accuracy of nearly 90% can be reached, where accuracy means
the percentage of the correctly labeled test samples [69]. Additional features for the TSP instances can
further improve the prediction accuracy [66].

To sum up, the proposed meta-learning approach supporting the selection of the most promising meta-
heuristic can be used successfully to find the shortest tour for unseen TSP instances. This selection
process can be further generalized. The so-called hyper-heuristics can be described as heuristics choose
heuristics. In the next Chapter 5, the concept of hyper-heuristics is presented.
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5 Hyper-Heuristics

5.1 Characteristics of Hyper-Heuristics

Metaheuristics discussed in Chapter 3 are flexible frameworks that can be used to approximate a solu-
tion for any combinatorial optimization problem. However, researchers in metaheuristics spend a large
amount of time to properly design and tune their algorithms in trial-and-error fashion [70]. In addition,
designing an efficient metaheuristic requires knowledge about the problem domain. There exist difficul-
ties in terms of easily applying metaheuristics to new problems or new instances of similar problems.
These difficulties arise mainly from the significant range of parameters such as the population size in
Genetic Algorithms presented in Sec. 3.5. Among all parameter settings, only a few will lead to the
optimal solution or the best possible solution, but not for all instances and not all the time. Moreover,
it is difficult to understand why one metaheuristic does not work effectively when applying it to a new
problem. The configuration may has a great influence on the quality of the final solution or the effec-
tiveness of the search method [70].

This characteristic of metaheuristics leads to the so-called ’No Free Lunch Theorem’ introduced by Wolpert
et al. in [71]. It states that, when averaged over all problems defined on a given finite search space, all
search algorithms have the same average performance. This is an intuitive result since the majority of
combinatorial problems have no exploitable structure such as some form of global or local continuity,
differentiability or regularity. This type of problem can only be defined by a complete lookup table. The
’No Free Lunch Theorem’ helped to focus attention on the question of what sorts of problems any given
algorithm might be particularly useful for [72].

Since different metaheuristics lead to different performances on different problems, an optimization
approach would be to design an algorithm containing an infinite switch statement enumerating all finite
problems and applying the best known heuristic for each. Then, the best possible solution for a particular
problem can be obtained. This approach emerged to the new class of hyper-heuristics. In the first class
of hyper-heuristics, or heuristics choose heuristics, the framework is provided with a set of pre-existing,
generally widely known heuristics for solving the target problem. This definition was extended to the
second class of hyper-heuristics, where the goal is to generate new heuristics from a set of building-
blocks or components of known heuristics, which are given to the framework [73]. In the following, the
more general second class of hyper-heuristics is described.

Hyper-heuristics can overcome the problems of finding an adequate metaheuristic for a given prob-
lem and represent a class of methods that are non-problem specific [74]. The main idea is to develop
algorithms that are more generally applicable than many of the current implementations of search meth-
ods. This can be done using a set of easy-to-implement low-level heuristics. Then, a hyper-heuristic
can be seen as a high-level method which, when given a particular problem instance and a number of
low-level heuristics, automatically produces an adequate combination of the provided components to
solve the given problem effectively [75]. This includes selecting and applying an appropriate low-level
heuristic at each decision point. In contrast to metaheuristics, which are mostly developed for a particu-
lar problem and require fine tune of related parameters, hyper-heuristics raise the level of generality and
can overcome the ’No Free Lunch Theorem’ to obtain the best possible solution for different problems [76].
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In order to describe a hyper-heuristic, three main characteristics can be identified [75]:

1. It is a higher level heuristic that manages a set of low-level heuristics.

2. It searches for a good method to solve the problem rather than for a good solution.

3. It uses only limited problem-specific information.

The key distinction between hyper-heuristics and metaheuristics is the operation space. Hyper-heuristics
are search methods that operates on a search space of heuristics (or algorithms or their components),
whereas most implementations of metaheuristics search on a space of solutions to a given problem. The
goal then is finding or generating high-quality heuristics for a problem, for a certain group of instances
of a problem, or even for a particular instance.
This concept is illustrated in Fig. 5.1, where a hyper-heuristic samples a subset of elements in the space
of heuristics in order to find a good solver for a problem represented as a search space provided with
a fitness function, which reflects the quality of the solution. Each solver sampled by the hyper-heuristic
needs to be executed in order to evaluate the quality of such a solver. This involves sampling of a subset
of elements of the space of solutions. Since fitness values are associated to these, information flows up
the hierarchy to guide the hyper-heuristic. Note that there exist many hyper-heuristics in the space of
hyper-heuristics. Each may sample the space of heuristics differently, which in turn may lead to sampling
the solution space differently [76].

Hyper-heuristics Heuristics Space of solutions to problems

Figure 5.1: A hyper-heuristic exploring the space of heuristics for a particular problem [76].

Metaheuristics are often used as the search method in hyper-heuristic approaches. In this case, a meta-
heuristic is used to search a space of heuristics [77]. For example, Genetic Algorithms presented in
Sec. 3.5 can be used. These algorithms generate a population of heuristics or configurations of a meta-
heuristic and assign a fitness value to each parent solution. Then, crossover and mutation operators are
applied to selected parent solutions to create offspring. This process is guided by a performance measure
y(AP , P) that indicates the performance of heuristic AP in relation to problem P [76].

Each low-level heuristic communicates with the hyper-heuristic using a common problem-independent
interface architecture. The hyper-heuristic can choose to call a low-level heuristic in order to see what
would happen if the low-level heuristic is used and it can allow the low-level heuristic to change the
current solution. The hyper-heuristic may also provide additional information to the low-level heuristic
such as the maximum runtime. It is important to note that the hyper-heuristic only knows whether each
objective function is to be maximized or minimized and has no direct information about the objective
function. The communication between the problem domain and the hyper-heuristic is made through a
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barrier, through which domain knowledge is not allowed to cross as illustrated in Fig. 5.2 [78]. The
problem-independent interface allows the development for other domains. When implementing a new
problem, the user has to supply a set of low-level heuristics and a suitable evaluation function. If the
standard interface is used, the hyper-heuristic does not have to be changed in any way. It is able to solve
the problem with the given low-level heuristics. This higher level of abstraction is the main goal of hyper-
heuristics. There is no need to outperform a custom-made solver or a problem-specific metaheuristic.
The applicability over a wide range of problem domains is more crucial. For this reason, hyper-heuristics
need to be applied to several problem domains to observe the generalization ability [73,75].

Evaluation function

Set of low-level heuristics

.....
h

1
h

2
hn

Hyper-heuristic

Domain barrier

Non-domain data flow

Non-domain data flow

Figure 5.2: Hyper-heuristic framework [72].

Hyper-heuristics can be compared to the supervised meta-learning approach presented in Sec. 4.6 [77].
Both try to overcome the ’No Free Lunch Theorem’ finding the best performing algorithm for a given prob-
lem. This concept of the Algorithm Selection Problem described in Sec. 4.6 introduces the operation on
the algorithm space rather than the solution space of the problem. To guide the learner or the hyper-
heuristic, a performance measure (e.g. a fitness function) is evaluated.
The main differences are as follows. Supervised meta-learning is based on a classification learner which
learns from experience. The classifier is learned using a training set of problems and the according per-
formance of each algorithm. Then, a classification task can be performed on new problem instances. It is
important to evaluate a candidate solution with respect to its generalization ability across many different
data instances of the same application domain. Furthermore, the training and testing instances must be
drawn independently from the same distribution.
Contrary to this, hyper-heuristics optimize a single problem instance and learning is not required. More-
over, hyper-heuristics can change their preferences during the optimization and are not limited to a fixed
setup with a learned classifier as in the supervised meta-learning case, where small changes may require
a new learning process. In addition, hyper-heuristics can choose a low-level heuristic at each decision
step. The supervised meta-learning approach presented in Sec. 4.6 only selects the best performing al-
gorithm for the whole optimization problem. For example, it could select different heuristics for each
construction step of the TSP to take a certain city arrangement into account. However, supervised meta-
learning is only one approach in the class of meta-learning methods.
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As described before, hyper-heuristics can learn during optimization. This characterisitc can be used to
group hyper-heuristics into [73]:

• Online learning hyper-heuristics: The learning takes place while the algorithm is solving a prob-
lem instance. Therefore, task-dependent local properties can be used by the high-level strategy
to determine the appropriate low-level heuristic to be applied. Examples of online learning ap-
proaches within hyper-heuristics are: the use of reinforcement learning for heuristic selection and
the use of metaheuristics as high-level search strategies across a search space of heuristics.

• Offline learning hyper-heuristics: The idea is to gain knowledge in the form of rules or programs
and from a set of training instances, which generalize to the process of solving unseen instances.
Examples for offline learning approaches within hyper-heuristics are: learning classifier systems
and Genetic Algorithms.

• No learning hyper-heuristics: No feedback is used from the search process.

Another classification of hyper-heuristics concerns the nature of the heuristic search space. Hyper-
heuristics can either select the best performing low-level heuristic at each decision step or generate
new heuristics. These new heuristics are suitable for the given problem and perform better than existing
heuristics. In order to automatically define new heuristics, genetic programming can be used [79]. In
addition, hyper-heuristics can be divided into constructive and perturbative search methods. Perturba-
tive methods work by considering complete candidate solutions and changing them by modifying one or
more of their solution components, while constructive methods work by considering partial candidate
solutions which are extended iteratively [75]. The classification of hyper-heuristic approaches is sum-
marized in Fig. 5.3. In the next Sec. 5.2, heuristic selection methods are presented.

Online learning

Offline learning

No learning

Hyper-

heuristics

Heuristic selection:

Heuristic generation:

Methods to select

Methods to generate

Construction

heuristics

Perturbation

heuristics

Construction

heuristics

Perturbation

heuristics

Feedback Nature of the heuristic search space

Figure 5.3: Classification of hyper-heuristic approaches [73].

5.2 Heuristic Selection Methods

Hyper-heuristic selection approaches based on constructive low-level heuristics build a solution incre-
mentally. Similar to construction heuristics presented in Sec. 2.4.1, these algorithms start with an empty
solution to gradually build a complete solution. At every decision step, a suitable pre-existing low-level
construction heuristic provided to the hyper-heuristic framework is selected to make the best possible
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decision for the current problem state. This process continues until the final state, a complete solution,
has been reached. Then, the construction process terminates and the solution can be obtained. It follows
that the sequence of heuristic choices is finite and determined by the size of the underlying combinato-
rial problem. Applying online learning during the construction can reveal associations between partial
solution stages and adequate heuristics for those stages. In addition, studies in production scheduling
show that a combination or sequencing of several constuction heuristics performs better than applying
only a single one [73,75].

The second hyper-heuristic selection approach is based on perturbative low-level heuristics. Similar
to improvement heuristics presented in Sec. 2.4.2, these algorithms start with a complete solution and
try to improve this solution iteratively. The initial solution can be generated randomly or using simple
construction heuristics. The hyper-heuristic framework is provided with a set of neighborhood structures
and/or simple local search algorithms. Then, the hyper-heuristic selects these local search algorithms
and applies them to the current solution. Similar to Genetic Algorithms presented in Sec. 3.5, this it-
erative process continues until a stopping condition has been met. For example, the runtime or the
improvement quality can be evaluated.
Approaches combining perturbation low-level heuristics in a hyper-heuristic framework use online learn-
ing, where knowledge gained during the optimization process can be used directly. For example, rein-
forcement learning presented in Sec. 4.2 is commonly used to guide the search. In addition, the majority
of these hyper-heuristics are single-point algorithms. This means that an initial candidate solution goes
through a set of successive stages repeatedly until termination. At first, a heuristic is selected from a set
of low-level perturbative heuristics and then applied to a single candidate solution. Then, a decision is
made about whether to accept or reject the new solution.
The acceptance strategy is an important component of any local search heuristic. In general, an improved
solution is accepted or rejected based on the quality of this solution in comparison to the current solu-
tion during a single-point search. There exist two types of acceptance strategies. Deterministic methods
make the same decision for acceptance regardless of the decision point during the search using current
and new candidate solutions. On the other hand, a non-deterministic method might generate a different
decision for the same input. This requires additional parameters such as the time or the current iteration.

In the next Sec. 5.3, the second class of hyper-heuristics is presented: heuristic generation methods.

5.3 Heuristic Generation Methods

The main characteristic of hyper-heuristic generation methods concerns the low-level heuristics. Hyper-
heuristic generation methods search the space of heuristics constructed from components rather than
a space of complete and pre-defined heuristics. New construction or perturbation low-level heuris-
tics can be generated. Genetic programming is an evolutionary computation technique that evolves a
population of computer programs and is the most common method used in literature to automatically
generate heuristics. Most approaches using genetic programming as a hyper-heuristic use offline learn-
ing presented in Sec. 5.2. At the end of a run, a heuristic generator also outputs the new heuristic that
produced the solution. This heuristic can be reused on new problem instances and would potentially lead
to feasible solutions. However, the performance can be poor if the particular hyper-heuristic method has
not been designed with reusability in mind. To be successful when reused, the hyper-heuristic would
usually train the generated heuristic offline on a set of representative problem instances.

Hyper-heuristics which automatically generate heuristics can overcome the problem of fine-tuning the
parameters of a (meta-)heuristic as described in Sec. 5.1 [70]. The characteristics of problem instances
vary and obtaining the best possible result would require to test all input parameters of a heuristic or the
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construction of a new heuristic specialized to that instance. In addition, an automated heuristic design
process makes it potentially feasible and cost effective to design a heuristic for each problem instance. As
the process is automated, it is less demanding on human resources and time. As it is more specialized, a
generated heuristic could even lead to better solutions than that obtained by any current human-created
heuristic [73,75].

Regarding the TSP, a linear genetic programming method is presented by Keller et al. in [80]. The
introduced hyper-heuristic evolves programs that represent the repeated application of a number of sim-
ple local search operations. In general, a method for automatically generating heuristics is to evolve a
fundamental part of an existing metaheuristic. This has the potential to produce a much better variation
of the original algorithm. For example, an evolved edge selection formula of an Ant Colony System is
presented by Runka in [81]. While the evolved formula was tested on only two unseen TSP instances,
the results were better than the original human-designed formula [75].

To sum up, hyper-heuristics provide a high-level approach to select or generate the best possible heuris-
tics at each decision step. Applying a hyper-heuristic requires only limited problem-specific information.
Therefore, hyper-heuristics can be used to solve different optimization problems without changing the
configuration of the hyper-heuristic. Only the low-level heuristics may have to be changed in order to be
suitable for the specific problem domain.

In the next Chapter 6, a summary of this research project is presented and a conclusion is drawn.
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6 Summary and Conclusion

We presented different approaches for solving the Traveling Salesman Problem (TSP). This type of prob-
lem can by described as the problem of finding a minimal length Hamiltonian cycle of a graph, where
a Hamiltonian cycle is a closed tour visiting each city exactly once. It belongs to the NP-complete opti-
mization problems and its complexity increases factorially with the number of cities. Many combinatorial
problems can be modeled as a TSP or an extended TSP. For this reason, researchers benchmark new op-
timization algorithms or (meta-)heuristics against other methods by using them on instances of a TSP.
The TSP can be formulated as an Integer Optimization Problem as shown in Sec. 2.1. The standard case
is the symmetric TSP, where the distances between two cities are equal for both directions. Presented
extensions of this standard case are the asymmetric TSP shown in Sec. 2.2.1, the multiple TSP described
in Sec. 2.2.2 and the TSP with Precedence Conditions introduced in Sec. 2.2.3. It was shown that each
extension can be modeled as a standard symmetric TSP in order to apply optimization approaches de-
veloped only for the symmetric case.

Exact algorithms presented in Sec. 2.3 can obtain the optimal solution for a TSP. However, due to
the NP-hardness of the problem, this type of algorithm can only be used for small TSP instances.
For this reason, the heuristics introduced in Sec. 2.4 were developed. Heuristics are methods finding
an approximate solution faster than an exact algorithm. The solution can be sub-optimal, but in many
cases there is no need for an optimal solution. Heuristics can be divided in two groups: tour construc-
tion and tour improvement heuristics. Construction heuristics start with an empty solution to gradually
build a complete solution using a simple and greedy procedure. Contrary, tour improvement heuristics
are simple local search heuristics which try to improve an initial tour. Both types of heuristics can be
effective to solve TSPs. However, the obtained solution can be far from the global optimum, because
heuristics are bounded to a certain local configuration as described in Sec. 3.1.

In order to overcome this problem, metaheuristics can be used as more general solution schemes. In
contrast to heuristics, metaheuristics introduce some random factors to escape from local optima as
described in Sec. 3.1. There exist two types of metaheuristics: single-solution and population-based
metaheuristics. In the first case, only a single solution is concerned during the search. Contrary, in
population-based metaheuristics different solutions are combined to create a new solution.
The Greedy Randomized Adaptive Search Procedure (GRAPS) presented in Sec. 3.2 belongs to the class
of single-solution based metaheuristics. It is a construction metaheuristic which adds the best possible
element to the solution at each iteration. To escape local optima, a large random change (perturbation)
is applied. In addition, GRASP is a multiple-start procedure to obtain the best possible solution.
Applying population-based metaheuristics leads to a more random search and exploration of the search
space. The first presented population-based metaheuristic is the Ant System (AS) defined in Sec. 3.3.
It is inspired by the natural behavior of ants. They can find the shortest path between the nest and a
food source using a pheromone. Originally developed for the TSP, the Ant System is an algorithm in
which a set of artificial ants cooperate to obtain the solution of a problem by exchanging information
via a pheromone deposited on graph edges. These ants prefer to move to cities which are connected
by short edges with a high amount of pheromone. Each ant generates a complete tour. At the end of
each tour, a global pheromone updating rule is applied. Ants deposit an amount of pheromone on edges
which belong to its tour in proportion to the length of the tour. Then, the algorithm is restarted using
the updated pheromone amounts.
Improving the Ant System leads to the Ant Colony System (ACS) presented in Sec. 3.4. It introduces
three modifications to enhance the performance of the Ant System. Firstly, a state transition rule provides
a direct way to balance between exploration and exploitation of new edges. Secondly, the global update
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rule is applied only to edges which belong to the best ant tour. Thirdly, a local pheromone updating rule
is applied while ants construct a solution.
Another class of population-based metaheuristics are Genetic Algorithms (GA) described in Sec. 3.5.
These kind of algorithms belong to the class of Evolutionary Algorithms and are based on the Darwinian
principle of natural selection. The so-called ’survival of the fittest’ states that in particular the best adapted
individuals will produce offspring. Genetic Algorithms use a population of solutions and select the parent
solutions according to selection strategies presented in Sec. 3.5.1. Then, recombination and mutation
operators are applied to generate offspring. Similar to the Ant (Colony) System, external stopping crite-
ria have to be included to obtain a final solution. In order to apply Genetic Algorithms to the TSP, special
representations and special recombination operators have to be used.

Besides metaheuristics, machine learning can be used to approximate a solution for the TSP. Rein-
forcement learning presented in Sec. 4.2 is learning what to do in order to maximize a reward. The
learner is not told which actions to take, but instead must discover which actions yield the most reward
by trying them. Reinforcement learning introduces an active decision-making agent interacting with its
environment. It is based on the Markov Decision Process (MDP) defined in Sec. 4.3, which provides
a mathematical framework for modeling decision making. The agent follows a policy, which defines
the learning agent’s way of behaving at a given time to maximize the cumulative reward. Q-learning
presented in Sec. 4.4 is a learning method to obtain an approximation of the optimal policy. Applying
Q-learning to the TSP leads to a complete lookup table. Using this table, an agent can select the best
action in its current state according to the highest Q-value.
Another machine learning method uses a classification algorithm to choose the best metaheuristic for a
given TSP instance. The supervised meta-learning approach presented in Sec. 4.6 tries to overcome the
’No Free Lunch Theorem’. This problem states that no metaheuristic for TSP outperforms the others in
all problem instances within a given time limit. However, it is possible to predict the best performing
metaheuristic for each problem instance. The Algorithm Selection Problem includes the search on an
algorithm space rather than on the problem space. Using a training set of TSP instances with extracted
features, a classification model can be obtained. Then, the performance of each metaheuristic can be
predicted and the best performing algorithm can be chosen to solve the TSP.

Similar to supervised-meta learning, hyper-heuristics presented in Chapter 5 try to overcome the ’No
Free Lunch Theorem’. The main idea is to develop algorithms, which are applicable more generally.
Hyper-heuristics can be seen as a high-level method which automatically produces an adequate combi-
nation of the provided low-level heuristics to solve the given problem effectively. These general solution
schemes use only limited problem-specific information and operate on the search space of heuristics.
Hyper-heuristics can be divided in heuristic selection and heuristic generation hyper-heuristics. In the
first case, the high-level hyper-heuristic selects a suitable low-level heuristic to either build a solution
incrementally or to improve an initial solution. Contrary, heuristic generation methods search the space
of heuristics constructed from components rather than the space of complete and pre-defined heuristics.
Genetic programming can be used to generate new heuristics and to overcome the problem of fine-tuning
the parameters of a (meta-)heuristic. As it is more specialized, a generated heuristic could lead to a bet-
ter solution than the one obtained by any human-created heuristic. For example, an evolved formula for
the Ant Colony System leads to shorter tours in two new, unseen TSP instances.

In conclusion, there exist multiple approaches to approximate the optimal solution for the Traveling
Salesman Problem and other combinatorial problems. Despite the fact that new approaches such as
hyper-hyper-heuristics are developed, simple heuristics and metaheuristics are powerful algorithms to
obtain a close-to-optimal solution. In many cases there is no need for an optimal solution. As long as
NP-complete problems such as the TSP are hard to solve, heuristic methods provide a good compromise
between accuracy and runtime.
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